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Predgovor

Prvo Savetovanje proizvodnog masinstva 7. oktobra 1965. godine su organizovali
Institut za alatne masine i alate — IAMA Beograd, Masinski fakultet u Beogradu i Institut
za alatne strojeve iz Zagreba. Tada je osnovana jugoslovenska zajednica naucno-
istraZivackih institucija proizvodnog masinstva. Prvi predsednik i nosilac inicijative za
osnivanje ove Zajednice bio je prof. dr Vladimir Solaja, redovni profesor masinskog
fakulteta u Beogradu i direktor Instituta IAMA. Zajednica je osnovana sa ciljevima:

o Upoznavanja Sire strucne javnosti sa istraZivackim i razvojnim rezultatima
nasih strucnjaka u oblasti proizvodnog masinstva,

o razmene misljenja medu strucnjacima iz instituta i industrije i

o isticanja znacaja proizvodnog masinstva za razvoj privrede u celini.

Posle prvog Savetovanja proizvodnog masinstva, a u skladu sa ciljevima zbog kojih
je osnovana organizaciju savetovanja preuzima Zajednica. Zajednica naucno-istrazZivackih
institucija proizvodnog masinstva organizuje savetovanje sa tradiciiom dugom blizu 60
godina.

Proizvodno masinstvo u Srbiji ima dugu i uspesnu tradiju Ciji je razvoj prekinut u
vreme nesretnih desavanja devedesetih godina na ovim prostorima i periodu tranzicije.
Potencijal za razvoj proizvodnih delatnosti u Republici Srbiji, a posebno proizvodnog
masinstva prepoznali su domaci i strani investitori. MoZe se konstatovati da se
Savetovanje proizvodnog masinstva Srbije odrZava u vreme intenzivnog obnavljanja
industrije u Srbiji.

Pored radova iz Republike Srbije na ovoj konferenciji ¢e biti izloZen i odreden broj
radova iz inostranstva u ciliju razmene naucnih saznanja. Pored redovnog rada po
sekcijama u sklopu konferencije ce biti organizovan i panel na temu obrazovanje i
industrija 4.0. Zelja je da se obrazovanje do odredenog nivoa usmeri u pravcu primene
informaciono-komunikacionih tehnologija kao preduslova za brz razvoj proizvodnog
masinstva, privrede i drustva u celini.

Nadamo se da ce rezultati istraZivanja koji ¢e biti saopSteni na konferenciji i
diskusija na okruglom stolu, doprineti razvoju proizvodnog masinstva u celini i njegovom
daljem povezivanju sa srodnim oblastima u ovom dobu interdisciplinarnosti.

Zavaljujemo se svim domacim i stranim autorima, clanovima recenzentskog tima,
kao i institucijama i pojedincima koji su doprineli realizaciji 39. Savetovanja proizvodnog
masinstva Srbije.

Novi Sad, U ime organizacionog odbora 39. SPMS
20.10.2023. godine Predsednik izvrSnog odbora Zajednice
dr Miodrag HadZistevic, red. prof.



Foreword

On October 7, 1965, the first Conference on Production Engineering was organized
by the Institute for Machine Tools and Cutting Tools in Belgrade, the Faculty of Mechanical
Engineering in Belgrade, and the Institute for Machine Tools from Zagreb. It was then that
the Yugoslav Community of Scientific and Research Institutions of Production Engineering
was founded. The first president and bearer of the initiative to establish this Community
was Prof. Dr. Vladimir Solaja, full professor at the Faculty of Mechanical Engineering in
Belgrade and director of the mentioned Institute. The community was founded with the
following goals:

Introducing the wider professional public to the research and development results
of our experts in the field of production engineering,

exchange of thoughts among experts from institutes and industry and

highlighting the importance of production engineering for the development of the
economy as a whole.

After the first Conference of Production Engineering, and by the goals for which it
was founded, the organization of the Conference was taken over by the Association
(Community). The community of scientific and research institutions of production
engineering organizes the Conference of Production Engineering with a tradition of nearly
60 years.

Production engineering in Serbia has a long and successful tradition, the
development of which was interrupted during the unfortunate events of the 1990s in the
Balkans and the period of transition. Domestic and foreign investors have recognized the
potential for the development of mechanical engineering in the Republic of Serbia,
especially production engineering. It can be stated that the Conference on Production
Engineering of Serbia is held at a time of intensive renewal of the industry in Serbia.

In addition to the scientific papers from the Republic of Serbia, a certain number
of papers from abroad will be exhibited at this Conference to exchange scientific
knowledge. In addition to regular assignments across the multiple sections, a panel on
education and Industry 4.0 will be organized as part of the Conference. The desire is to
direct education to a certain level in the direction of the application of information and
communication technologies as a prerequisite for the rapid development of production
engineering, the economy, and society as a whole.

We hope that the results of the research that will be announced at the Conference
and the discussion at the round table will contribute to the development of production
engineering as a whole and its further connection with related fields in this age of
interdisciplinarity.

We are grateful to all domestic and foreign authors, members of the review team,
as well as institutions and individuals who contributed to the realization of the 39th
International Conference on Production Engineering of Serbia — ICPES 2023.

Novi Sad, On behalf of the organizing committee of 39.ICPES
20.10.2023. godine President of the Organizing Committee
dr Miodrag HadZistevic, red. prof.



“POVELJA | PLAKETA PROF. DR PAVLE STANKOVIC” ZA 2023. GODINU

prof. dr Mirko DAPIC

Mirko Dapi¢ je roden 11.08.1956. godine u Biteli¢u, opstina Sinj, Republika Hrvatska.
Osnovnu i srednju Skolu je zavrSio u Rumi. Masinski fakultet Univerziteta u Beogradu je upisao
1975. godine a diplomirao je na grupi za Proizvodno masinstvo 1980. godine. Na Masinskom
fakultetu u Beogradu je magistrirao 1993. godine a na istom fakultetu je odbranio doktorsku
disertaciju pod nazivom ,Razvoj sistema za konceptualno projektovanje proizvoda i tehnologija
upravljanog paradigmama totalnog kvaliteta” pod mentorstvom prof. dr Vladimira Milaci¢a 2000.
godine. Tokom stru¢nog usavrsavanja u periodu od 1980. do 2021. godine pohadao je preko 30
raznih medunardonih kurseva iz oblasti CAD/CAM, standardizovanih sistema menadZmenta,
ocenjivanja usaglaSenosti proizvoda, akreditacije tela za ocenjivanje usaglasenosti i novog
koncepta kvaliteta, od kojih je vecina sertifikovana od strane IRCA (International Registar
Certifcated Auditors), Velika Britanija.

Profesionalno angaZovanje Mirko Dapi¢ je zapoleo odmah posle diplomiranja kao
projektant u Industriji poljoprivrednih masina “Zmaj” u Zemunu. Posle Cetiri godine rada u
industriji posvetio se nau¢no-istrazivackom radu u Institutu ,Krilo Savi¢” u Beogradu, gde je radio
kao rukovodilac vise projekata u oblasti industrijskog inZenjerstva, od kojih je najznacajniji Glavni
tehnoloski projekat za fabriku hidraulicnih komponenti LIFAM u Staroj Pazovi. U LOLA Institutu
se zaposlio 1987. godine i ostvario vrhunske naucéno-istrazivacke rezultate. Medu prvima je na
prostorima bivSe Jugoslavije radio na uvodenju novih racunarskih tehnologija u proces
projektovanja masina alatki. Kada je 1989. godine LOLA Institut potpisao ugovor sa IBM RACE
(Austrija) za razvoj IBM CIM Centra kompetencije za Isto¢nu Evropu, Mirko Dapié¢ je bio
rukovodilac razvojnog IBM CAD/CAM programa (Professional CADAM, CATIA, CAEDS). Kada su
sankcije prema Jugoslaviji prekinule saradnju sa IBM-om, Mirko Dapi¢ je stupio na duznost
pomocnika direktora LOLA Instituta za CIM sisteme i TQM. U najteze vreme inflacije,
medunarodnih sankcija, ratnih sukoba, NATO bombardovanja bio je direktno odgovoran za
kvalitet u LOLA Institutu Sto je obuhvatalo: (1) Razvoj i implementaciju QMS (MenadZment sistem
za kvalitet) po zahtevima standarda ISO 9001 u LOLA Institutu, (2) Razvoj i izvodenje seminara i
kurseva iz oblasti kvaliteta i primene novih racunarskih tehnologija kao sto su CAD, CAM, CAE itd,
(3) Pruzanje konsultantskih usluga u oblasti razvoja i implementacije standardizovanih sistema
menadZmenta po zahtevima standarda 1SO 9001, 14001, 18001, ISO/IEC 17025, 17020 itd. u
drugim organizacijama, (4) Ucestvovanje u realizaciji i vodenje istrazivacko razvojnih projekata u
oblasti kavliteta koje finansira Ministarstvo za nauku Republike Srbije. U periodu od 2003-2008.
godine, dr Mirko Dapi¢ je veoma uspesno obavljao duznost direktora LOLA Instituta. Organizovao
je 24. Savetovanje proizvodnog masinstva 2002. godine u Beogradu.



Kao istaknuti i medunarodno priznati naucni radnik i ekspert, dr Mirko Papi¢ je bio
angazovan u periodu 2000-2005. godine od strane Akreditacionog tela Srbije (ATS bivsi JUAT) kao
voda tima za ocenjivanje laboratorija i kontrolnih tela u postupku njihove akreditacije. Ostvario
je izuzetne rezultate radeéi na znacajnim medunarodnim projektima. U periodu 2004-2006.
godine radio je za Danski Tehnoloski Institut kao lokalni ekspert EAR (Evropska Agencija za
Rekonstrukciju) za oblast akreditacije i ocenjivanja usaglasenosti proizvoda na projektu
»Strengthening Quality Management, Capabilities and Infrastructures in SCG“ koji je finansiran
od strane EU preko EAR-a. Kao glavni ekspert, prof. dr Mirko Dapic je radio u periodu 2012-2014.
godine za italijansku kompaniju RINA iz Denove na projektu , EU Support to Introduction of
Quality Management Systems in the Bosnia and Hercegovina® koji je implementiran iz EU fonda
IPA 2009 za Bosnu i Hercegovinu. Za nemacku konsultantsku kompaniju GFA iz Hamburga je radio
od 2019. do 2022. godine kao glavni ekspert za ocenjivanje usaglasenost proizvoda povezenih sa
energijom na projektu ,Establishing and strengthening of capacities of the conformity
assessment bodies for the implementation of Energy Labelling and Eco-design Directives” koji je
finansiran iz EU fonda IPA 2016 za Srbiju. Za francusko sertifikaciono telo AFNOR dr Dapic je radio
kao voda tima za ocenjivanje menadZment sistema za kvalitet, QMS-a prema zahtevima ISO
9001:2015 i menadZment sistema za zastitu okoline po zahtevima standarda ISO 14001:2015 u
Srbiji i Slovackoj.

Profesor dr Mirko Dapic je pored izuzetnih nauc¢no-istrazivackih ostvarenja imao i veoma
uspesnu univerzitetsku karijeru. Od 2010. godine je radio kao univerzitetski nastavnik na
Fakutetu za masinstvo i gradevinarstvo Kraljevo, Univerzitet u Kragujevcu sve do penzionisanja
2021. godine. Kao profesor na Katedri za proizvodno masinstvo razvio je i izvodio nastavu na
kursevima osnovnog i master studijskog programa za masinstvo: (1) Sistemi sertifikacije
proizvoda, (2) MenadZment proizvodnje i tehnicka logistika, (3) CIM sistemi, (4) MenadZment i
inZenjerstvo kvaliteta, (5) Lineativna proizvodnja i (6) Integrisan razvoj proizvoda i procesa. Na
studijskom programu doktorskih studija razvio je i izvodio nastavu na kursevima: (1) Modeliranje
i merenje neodredenosti, (2) Merenje i modeliranje rizika, (3) Moderne metode unapredenja
kvaliteta. Nekoliko godina je izvodio nastavu u oblasti proizvodnog masinstva i na MasSinskom
fakulteta Univerziteta u Isto¢nom Sarajevu.

Prof. dr Mirko Bapi¢ je objavio oko dve stotine naucnih i strucnih radova svih kategorija,
jednu monografiju nacionalnog znacaja i vise poglavlja u monografijama nacionalnog i
medunarodnog znacaja. Bavio se primenom Depster-Shaferove teorije funkcija uverenja u
unapredenju projektovanja proizvoda i procesa i menadZzmentu i inZenjerstvu kvaliteta. Dr Dapic
je u svojoj doktorskoj disertaciji prvi na nasim prostorima primenio ovu teoriju u modeliranju
neodredenosti u reSavanju inZenjerskih problema u projektovanju proizvoda i procesa.
Ucestvovao je u realizaciji preko sedamdeset projekata svih kategorija od toga Sest velikih
projekata medunarodnog znacaja od kojih pet iz IPA programa Evropske Unije. Na dva projekta
iz IPA EU programa vrednosti preko tri i po miliona evra radio kao glavni ekspert za QMS,
Ocenjivanje usaglasenosti proizvoda i Eko-dizajn i Energetsko oznacavanje proizvoda. Radio je na
medunarodnim projektima u Siriji, Crnoj Gori, Bosni i Hercegovini, Slovackoj i Srbiji.

Prof. dr Mirko Dapi¢ je ¢lan vodeéih medunarodnih organizacija u oblasti kvaliteta i
provere standardizovanih sistema menadZmenta kao S$to su: (1) International Register of
Certificated Auditors (IRCA) u zvanju ,,QMS Lead Auditor”, (2) Chartered Quality Institute (CQl),
UK, kao sertifikovan , Chartered Quality Professional” (CQP MCAQl), (3) American Society for
Quality (ASQ) kao ,,Senior Member”, od 2002. do 2018. bio ,,ASQ Country Counsellor” za Srbiju i
Crnu Goru.

U 2021. godine dr Mirko Dapic je izabran za redovnog ¢lana InZzenjerske Akademije Srbije.



Prof. dr Sre¢ko CURCICE &

Prof. dr Sre¢ko Curcié, redovni profesor Fakulteta tehni¢kih nauka u Cacku Univerziteta u
Kragujevcu, roden je 14. 10. 1962. u selu Preseka, opstina Ivanjica. Osnovnu $kolu je zavrsio u
rodnom mestu, a tehni¢ku $kolu u Cacku. Masinski fakultet — proizvodno masinstvo zavrsio je u
Beogradu (1982-1987), sa prose¢nom ocenom 9,00.

Magistrirao na Tehni¢kom fakultetu u Ca¢ku 1996. god., iz oblasti Proizvodnih tehnologija
na temu "Istrazivanje metoda kalibracije visokootpornih rudarskih lanaca". Doktorsku disertaciju
je odbranio na Masinskom fakultetu u Kragujevcu 2001. god., na temu: "ReinZenjering
automatskih proizvodnih linija u industriji prerade metala sa aspekta produktivnosti,
fleksibilnosti i kvaliteta proizvoda".

Po zavrietku studija zaposljava se u FRA-Cacak, gde radi na konstrukciji i tehnologiji
specijalnih alata, kao i na odrZavanju proizvodne opreme.

Na Tehnicki fakultet u Cacku prelazi $kolske 1989. god., gde je izabran za asistenta-
pripravnika za grupu predmeta Priozvodnog masinstva. Prof. dr Sre¢ko Curéi¢, ima bogato
tridesetcetvorogodisnje iskustvo ste¢eno kroz formalno i neformalno ucenje, kao i izvodenje
vezbi i predavanja iz nastavnih predmeta: Masine i procesi sa NU, Masine alatke, InZenjersko-
ekonomske analize, Proizvodni sistemi i procesi, Proizvodne tehnologije, Logisticki sistemi,
Automatske proizvodne linije i Nove proizvodne tehnologije. Poslednjih desetak godina izvodi
nastavu iz predmeta: Logistika, Logisticki sistemi, Proizvodna logistika, Automatske proizvodne
linije, Automatizovani tehnicki sistemi, Reinzenjering proizvodnih sistema.

Prof. Dr Sre¢ko Cur¢ié¢ se intenzivno bavi nauénoistraZivackim radom iz oblasti logistike i
proizvodnih tehnologija. U dosadasnjem radu objavio je preko 200 naucnih i stru¢nih radova kao
autor ili koautor, koji su publikovani u zbornicima radova i ¢asopisima (od toga je 40 radova u
medunarodnim ¢asopisima). Koautor je tri monografije, a autor je dva univerzitetska udzbenika.

Na kraju, autor je ili koautor 7 tehnickih resenja.

Prof. dr Sre¢ko Cur¢i¢ poseduje izuzetan smisao za saradnju sa privredom u iznalazenju i
redavanju svakodnevnih, rutinskih, razvojnih i strateskih problema. Prof. Dr Dr Sre¢ko Cur¢ic,
ucestvovao u realizaciji 20 projekata koji su finnasirani od strane Ministarstava Republike Srbije i

privrednih subjekata, a rukovodio jednim projektom i izradom Cetiri studije tehnoloskih projekata
koji je finansiran od strane Ministarstva nauke i tehnoloskog razvoja Republike Srbije i privrednih
subjekata. Trenutno je angaZovan na dva projekta koje finansira Ministarstvo prosvete i nauke
Republike Srbije. U toku 2018. god., rukovodio je projektom koji je finansiran od strane lokalne
samouprave grada Cacka. U toku 2019. i 2020 god., rukovodio je realizacijom dva projketa koji su
finansirani od strane EBRD u okviru programa BASPLATNI ZELENI VAUCERI. U periodu 2020-2023
rukovodio je pri realizaciji dva projketa u okviru programa prekograni¢ne saradnje SMART4ALL



koji su finnansirani iz evropskih fondova, a pored njih u¢estvovao je u realizaciji jos tri projekta iz
istog programa.

Prof. Dr Srecko Cur¢i¢ je jedan od osnivaca Laboratorije za mehatroniku, a od 2018 god.,
nalazi se na funkciji Sefa Katedre za mehatroniku. U dva mandata je bio predsednik Sindikalne
organizacije fakulteta, kao i ¢lan Saveta fakulteta u tri mandata. Na kraju, ¢lan je drugih stru¢nih
tela i komisija, a posebna njegova angazovanost i struc¢an rad je evidentiran u Metal klasteru
Srbije.



Prof. dr Bojan BABIC T ‘ h

Prof. dr Bojan R. Babi¢ (1959-2023) roden je 14. novembra 1959. godine u Cupriji.
Gimnaziju je zavrsio u Beogradu 1978. godine. Diplomirao je na Masinskom fakultetu Univerziteta
u Beogradu 1983. godine, gde je i magistrirao 1990. godine, i to na Katedri za proizvodno
masinstvo. Doktorirao je 1993.g. iz multidisciplinarne nauc¢ne oblasti proizvodnog masinstva, pod
mentorstvom Prof. dr Vladimira Milaci¢a. Na MaSinskom fakultetu Univerziteta u Beogradu bio
je zaposlen od 1983.g. prvo kao asistent-pripravnik, zatim kao asistent 1990.g., potom kao docent
1997.g., vanredni profesor od 2002.g., a redovni profesor postao je 2007. godine. Iznenada,
upokojio se u Gospodu 20. aprila 2023. godine.

OdrzZavao je nastavu iz 8 predmeta na dodiplomskim i 7 predmeta na poslediplomskim
studijama, na srpskom i engleskom jeziku. Posebno se istiCu: Racunarski integrisani sistemi i
tehnolgije, Fleksibilni i rekonfigurabilni tehnoloski sistemi, Kompjuterska simulacija i veStacka
inteligencija, Tehnologija masinske obrade, Manufacturing technology, Planning, performing and
controlling projects itd. Bio je gostujuéi profesor na Malti, gde je uveo i predavao vise predmeta
na MCAST (Malta College of Arts, Science and Technology). U bogatom nastavno-nau¢nom radu
bio je angaZovan na nizu fakulteta, i to na Univerzitetima u Beogradu, Novom Sadu, Minho - Braga
& Guimaraes, Malta College of Arts, Science and Technology itd. DrZao je seminare i radionice na
univerzitetima, fakultetima i institutima u SAD, Rusiji, Portugaliji, Malti, Italiji, Spaniji, Egiptu,
Srbiji i regionu, kao i predavanja po pozivu na medunarodnim kongresima, konferencijama i
simpozijumima odrZanim u nizu drzava, prevashodno u Evropi, ali i u SAD, kao i u Africi.

Objavio je cetiri knjige, i to istaknutu monografiju nacionalnog znacaja (M41) i tri
zapaZzena udzbenika (neki su imali do devet izdanja), ima 12 naucnih radova publikovanih u
M21a, M21, M22, M23), kao i Cetiri nau¢na rada objavljena u tematskim zbornicima kategorije
M13 i M14 (uz 595 citata_izvor SCOPUS, h-index: 8), Sest poglavlja objavljenih u istaknutim
naucnim monografijama svetski priznatih vodecih izdavaca, preko 120 radova predstavljenih na
medunarodnim i nacionalnim konferencijama, a objavljenih u zbornicima radova u Srbiji, regionu
i Sirom sveta — od SAD, Evrope, do Azije i Afrike. Citiran je u preko 550 radova publikovanih u
medunarodnim i nacionalnim c¢asopisima i zbornicima radova autora iz: SAD, Rusije, Kine,
Nemacke, Japana, Svajcarske, Portugalije, Italije, Spanije, Bosne i Hercegovine, Slovenije, kao i u
vodecim referentnim ¢asopisima SCI-Web of Science®, sa visokim impakt faktorima.

Naucno-istrazivacka delatnost Profesora Babic¢a obuhvatala je: projektovanje proizvodnih
tehnologija — sistema i procesa, racunarski integrisane tehnologije, diskretnu simulaciju
tehnoloskih procesa, inteligentne tehnoloske sisteme i procese, vestacku inteligenciju, razvoj i
primenu softvera Sirokog spektra aplikativnosti i aksiomatsku teoriju projektovanja fleksibilnih
tehnoloskih sistema. Rukovodio je brojnim nauc¢nim i stru¢nim projektima finansiranim od strane
ministarstava Vlade Republike Srbije i privrede, kao i jednim EUREKA projektom, a bio je uéesnik



i u aktivnostima vise TEMPUS projekata. Tokom cetrdesetogodiSnjeg neprekidnog rada na
Masinskom fakultetu Univerziteta u Beogradu, koristio je, kao vrsan programer, mnogobrojne
programske jezike (FORTRAN, Pascal, Clipper, Prolog, Basic, Visual Basic, PHP), a takode je bio
veoma dobro prepoznat po sistemima za upravljanje bazama podataka (SQL, MS Access),
simulacionim sistemima (GPSS, WITNESS, SimFactory, Anylogic itd.), Siroko zastupljenim
softverskim paketima za projektovanje (ProEngineer, CATIA, AutoCAD), po razvoju brojnih
softverskih aplikacija koje su u prakticnoj primeni (baze podataka, simulacioni paketi, WEB
aplikacije, programski paketi za projektovanje tehnoloskih procesa itd). U naucnoj i stru¢noj
javnosti bi¢e zapaméen po izvanrednom poznavanju i kontinuiranom razvoju i primeni softverskih
paketa gde se posebno istice originalni softver FLEXY sopstvenog razvoja, svetski priznat i
verifikovan.

Profesor Babi¢ bio je dopisni ¢lan Akademije inZenjerskih nauka Srbije (AINS) od 2021.
godine. Sef katedre za proizvodno masinstvo bio je u periodu od 2012. do 2023. g. i rukovodilac
Centra za nove tehnologije od 2003. do 2004. godine. Bio je ¢lan Veca grupacije tehnicko-
tehnoloskih nauka na Univerzitetu u Beogradu od 2004. do 2015. godine. Bio je prodekan za
finansije Masinskog fakulteta Univerziteta u Beogradu od 2004. do 2012. godine i predsednik
Saveta Masinskog fakulteta Univerziteta u Beogradu od 2012. do 2015. godine. Bio je ¢lan
Komisije za sticanje naucnih zvanja Ministarstva prosvete, nauke i tehnoloSkog razvoja od 2012.
do 2018. godine. Bio je ¢lan vise naucnih i stru€nih organizacija, poput lzvrSnog odbora Zajednice
naucno-istrazivackih institucija proizvodnog masinstva Srbije, JUPITER - asocijacije univerziteta,
instituta i industrije u oblasti proizvodnog masinstva (Srbija) i AMSE - Association for the
Advancement of Modelling and Simulation Techniques in Enterprises (France-Spain). Bio je
licencirani projektant —inZenjer i ¢lan InZenjerske komore Srbije (IKS) od 2010. godine, a od 2014.
godine je bio tehnicki ekspert Akreditacionog tela Srbije (ATS). Kao izvestilac Revizione komisije
Republike Srbije, od 2015. godine uéestvovao je u reviziji dva drzavna projekta. Posebno su vazne
ekspertske aktivnosti Profesora Babi¢a tokom petnaestogodisnje evaluacije preko 300 predloga
projekata i kasnije, tokom pradenja realizacije odobrenih projekata pod jurisdikcijom Evropske
komisije, pre svega u okviru FP7, H2020 i Horizon Europe poziva. Bio je dugogodisnji ¢lan Zirija
Privredne komore Srbije (PKS) za dodelu prestizne nagrade za najbolje doktorske disertacije.

Sa velikom tugom, ova nagrada se Prof. dr Bojanu Babi¢u dodeljuje posthumno.



U ZNAK SECANJA
IN MEMORIAM



PROF. DR SAVA SEKULIC
(1931-2023)

Prof. dr Sava Sekulié¢ roden je 28. decembra 1931. godine u Futogu
kod Novog Sada. Otac Stevan je bio crkveni pojaci crkvenjak u Crkvi
,Sveti Vraci“ u Futogu, a majka Jelica bila je pomo¢na radnica u
Osnovnoj skoli i domacica. Roditelji su dosli iz Madarske i posle dve
godine provedene u Makedoniji nastanili su se u Futogu i tu
zasnovali porodicu sa ¢etvoro dece gde je Sava bio najmlade dete.
Osnovnu Skolu je pohadao u mestu rodenja. Nizu gimnaziju zavrsio
je 1946. godine i Tehni¢ku srednju Skolu, masinski odsek, 1949.
godine, u Novom Sadu, sa odli¢énim uspehom.

Na Masinski fakultet Univerziteta u Beogradu upisao se Skolske 1949/50. godine, i
diplomirao na vazduhoplovhom odseku pocetkom 1956. godine. Doktorsku disertaciju
odbranio je na Fakultetu tehnickih nauka Univerziteta u Novom Sadu, 1977. godine.

Posle diplomiranja zaposlio se u Fabrici automobilskih i traktorskih delova “27 Mart” u
Novom Sadu, sa prekidom od godinu dana zbog odlaska na odsluzenje vojnog roka, radedéi kao
tehnolog masinske obrade, glavni konstruktor, tehnolog i konstruktor alata za celicne
proizvode. Sredinom 1959. godine prelazi u Industriju alata i pribora za masine “Jugoalat” u
Novom Sadu, gde radi kao Sef tehnoloSkog biroa i inZenjer za ispitivanje rezima rada pri
rezanju. Na Masinski fakultet Univerziteta u Novom Sadu biran je krajem 1961, a postavljen
pocetkom 1962. godine za asistenta na predmetu Masinska obrada. Za nastavnika Masinskog
fakulteta Univerziteta u Novom Sadu habilitovan je krajem 1965. godine a postavljen za
docenta na predmet Masinska obrada poéetkom 1966. godine i ponovo biran u isto zvanje
1970. godine. Za vanrednog profesora na predmetu Masinska obrada rezanjem biran je
krajem 1971. godine a za redovnog profesora 1978. godine.

Profesor doktor Sava Sekuli¢ je drzao nastavu na velikom broju predmeta na institutu za
Proizvodno masinstvo a od oktobra 1981. godine kada je preSao na institut za industrijske
sisteme na poziv profesora Dragutina Zelenoviéa, drZao je nastavu na predmetima iz oblasti
Industrijskog inZenjerstva. DrZao je nastavu i na posdiplomskim studijama na FTN u Novom
Sadu i MasSinskim fakultetima u Kragujevcu i Mostaru.

Profesor Sekuli¢ je napisao i objavio Sest knjiga i preko 300 naucnih i strucnih radova koji
su objavljeni u nauénim c¢asopisima i konferencijama u zemlji i inostranstvu. Bio je nosilac
veéeg broja naucno istrazivackih projekata i projekata primene naucnih rezultata u praksi.
Boravio je na specijalizaciji u SAD, 2 meseca, 1960. godine, a u SSSR-u 10 meseci na
MOSSTANKIN-u u Moskvi, na Katedri obrade materijala, kod prof. I.P. Tretjakova.

Bio je ¢lan redakcija medunarodnih ¢asopisa, predsednik i ¢lan organizacionih, naucnih i
programskih odbora mnogih naucnih konferencija u zemlji i inostranstvu. Bio je ¢lan izvrSnog
odbora zajednice Proizvodnog masinstva Jugoslavije/Srbije, poc¢asni podpredsednik drustva
alatnicara Jugoslavije i podpredsednik Jugoslovenskog komiteta za tribologiju.

Profesor doktor Sava Sekuli¢ je imao zapazene funkcije na Masinskom odnosno FTN u
Novom Sadu. Bio je ¢lan saveta, nastavno-naucnog veca, pomocénik direktora Masinskog
instituta, prodekan za nastavu fakulteta, Sef katedre za proizvodno masinstvo i katedre za
obradu materijala skidanjem strugotine, direktor instituta za industrijske sisteme. Bio je
predsednik komisije za masinske nauke nastavno-naucnog veéa Univerziteta u Novom Sadu i
bio je delegat u Veéu udruzenog rada skupstine SR Srbije.

Za svoj predani i dugogodisnji rad u oblasti obrazovanja, nauke i privrede profesor Sekuli¢




je dobio veliki broj povelja, priznanja i zahvalnica od Fakulteta, Univerziteta i drugih
strukovnih i drustvenih organizacija u zemlji. Posebno se isti¢u: Nagrada Boris Kidri¢ — srebrna
plaketa za osobite zasluge u Sirenju tehnicke kulture, povelja Masinskog fakulteta u
Kragujevcu, plaketa Fakulteta tehnickih nauka u Novom Sadu, Zlatna plaketa udruzenja
univerzitetskih profesora i nau¢nika Srbije, plaketa ,,Dr Pavle Stankovi¢“ za znacajni doprinos
razvoju proizvodnog masinstva (1992) kao i zlatna plaketa InZenjerske akademije Srbije.

Profesor Sekuli¢ je bio pravi inZenjer i vrstan univerzitetski profesor. Podjednako su mu bili
vazni i nastava, nauka i privreda. 1za njega su ostali brojni diplomirani masinski inZenjeri,
magistri i doktori nauka. Ostale su napisane knjige, monografije, nauc¢ni i struéni radovi,
originalna tehnicka reSenja, naucni i razvojni projekti i studije. Nije bilo ozbiljnijeg skupa iz
oblasti Proizvodnog masinstva i Industrijskog inZenjerstva a da profesor Sekuli¢ nije aktivno
ucestvovao. Poseban doprinos je dao organizovanju naucnih skupova:

e Savetovanje proizvodnog masinstva Jugoslavije
e Masinska obrada, masine alatke i alati MMA.
koji se u kontinuitetu organizuju dugi niz godina.

Nema sumnje da je profesor Sava Sekuli¢ ostavio neizbrisiv trag u razvoju Masinskog
odnosno FTN u Novom Sadu i u nauénim oblastima PROIZVODNO MASINSTVO i INDUSTRIJSKO
INZENJERSTVO. Teorija rezanja, masinska obrada, dinamika rezanja, nekonvencionalni i
specijalni postupci obrade, tribologija i pouzdanost alata bili su predemt njegovih istrazivanja
u kojima je ostvario nesporne rezultate.

Seéac¢emo ga se sa ponosom i pominjati sa pijetetom kao istaknutog ¢lana naseg kolektiva
i Coveka visokih moralnih i ljudskih vrednosti.

Prof. dr llija Cosi¢
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Abstract: The use of machine learning applications (ML) is becoming more common, and their daily use requires more
capacity to process information in real time. Many devices deploy their infrastructure in cloud computing environments
where latency and network partitioning are the main challenges. This paper demonstrates the use of the Nvidia Jetson
Nano platform with an application to process and predict the parameters of soil planted with blueberries. Temperature,
Ph, moisture, and air temperature were measured and their influence on blueberry yield was determined. Used
different regression models to model data sets on the Jetson Nano. We obtain results for linear regression, Ridge,
Lasso, Random Forrest, GBDT, Support Vector Regression, XgBoost, Elastic Net.

Keywords: Jetson Nano; machine learning; data processing.

1. INTRODUCTION

The tremendous increase in computing capacity
and the improvement in the performance of
telecommunications networks have enabled the
consolidation of paradigms that allow the delivery
of computing services remotely. Currently, there are
three environments in which data is processed and
distributed remotely [1]: Cloud computing, with
large computing capacity and power; Fog
computing, with less computing power but with
processing closer to the data source; and Dev
computing, where information is processed directly
in end devices. The main goal of dew computing is
to fully exploit the potential of local computers and
cloud services [2], minimize the impact caused by
the loss of Internet connectivity, and ensure the

security and privacy of the processed data [3].
Energy consumption during the execution of
processes in integrated systems is very important
because the energy supply of these systems is low.
In peripheral devices, resources are so limited that
processing cannot be performed [1].

The use of machine learning applications (ML) is
becoming more widespread, and their daily use
requires more processing capacity information in
real time. In 2019, Nvidia launched a device called
the Jetson Nano, which focuses on solving ML tasks
and enables fast and powerful implementation
using the dew computing approach. The Jetson
Nano has low power consumption at an affordable
price and is compatible with many Al frameworks,
making it easy for developers to integrate their
models into the product [4]. The advantage of
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wireless data transmission in agriculture is the
significant reduction and simplification of wire lines
in gauges. Additional savings in overall costs could
be achieved by more effective control equipment
through more effective environmental control.
Wireless sensors in some cases enable the
impossible use of sensors, such as monitoring
hazardous, risky, inaccessible, and remote areas and
locations. This one technology provides virtually
unlimited flexibility in sensor installation and
increased network reliability. Wireless technologies
also reduce the cost and complexity of
maintenance. Wireless sensor networks enable
faster deployment and installation of different types
of sensors because many of these networks offer
self-organizing capabilities, can configure, diagnose
and troubleshoot sensor nodes. Some of them also
allow for flexible network expansion.
Wireless sensor technology makes it possible to
connect MEMS sensors with signal amplifiers and
radio units to form sensor nodes with very low cost,
small size, and low power requirements. MEMS
Sensors for statics, pressure, temperature,
humidity, deformation and various other
measurement sensors for distances, positions,
velocities and vibrations are integrated in wireless
sensor nodes and available on the market. Another
advantage of wireless sensors is their mobility.
These sensors can be mounted in transportation
vehicles to monitor the environment while the
vehicle is in motion. They can also be attached to
rotating equipment, such as a shaft, to measure
some important parameters.
Most wireless sensors have amplifiers and signal
processors installed on site where the sensors
themselves are located, and the signal is output in
digital form. This makes the occurrence of forests
less of a problem. And, of course, the reliability of
the signal is increased because cables are no longer
required for data transmission. Manual data
collection, as the selected factors can be sporadic
and cause deviations from an incorrect
measurement; this can lead to complications in
controlling all important factors. Wireless sensor
nodes can reduce the effort and time required to

monitor an individual and the environment. Data
logging can reduce the likelihood of data being
misplaced or lost. Sensor nodes can be placed in
critical locations without putting personnel in
dangerous situations. Use of the technology would
allow remote measurement of factors such as
temperature, humidity, moisture, and soil acidity. It
appears that the move toward wireless solutions is
increasing compared to wired systems. One
particular reason for this is that sensors often need
to be repositioned, and traditional cable laying costs
a lot of energy and time. The system aims to reduce
installation costs and wiring, and also to increase
the flexibility and mobility of sensor points [5]. Since
the early 2000s, the development of artificial
intelligence has gained new momentum. A number
of extremely important problems that were thought
to remain out of reach for a long time have been
solved. In some areas where computers had
previously been unable to match humans in terms
of success, superior results are being achieved
compared to those achieved by human experts. At
the heart of this new momentum is machine
learning. Although just the two thousand in the
forefront, this field has a long history of
development. Conceived in the works of Allen
Turing, in the forties of the last century, has been
actively developing since the fifties, when the
perceptron was constructed, the first system to
teach simple laws and is a distant precursor of
modern neural networks, which evolve until
nineties with ups and downs, when the support
vector method and other kernel-based methods
took precedence. However, the recent rise of
machine learning is due to a renaissance neural
networks, which led to today's artificial intelligence,
and machine learning are often equated in the
general perception. This must be kept in mind when
considering that these fields are incomparably
broader. There are many common machine learning
algorithms, and a detailed introduction to them
could take an entire book. Linear regression is a
statistical analysis method that uses regression
analysis in mathematical statistics to determine the
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guantitative relationship between two or more
variables. It belongs to supervised learning [6].

The main contributions are in this paper:

- new approach in the development of machine
learning algorithms in agriculture,

- application of new loT devices to obtain responses
in real time.

This paper is organized as follow. The session Il
describes methods of machine learning and dataset
description. Results and graphic plurals are shown
and described in session 2.

2. MATERIALS ANS METHODS

The method is based on the measurement
dataset, which contains 77 records. Each dataset
contains detailed information about temperature,
moisture and pH. The framework provides functions
for segmentation, standardization and analysis of air
temperature datasets and integrates several
common machine learning algorithms using Python
3. In addition, XGboost is used, an optimized version
of GBDT in the integration algorithm and an ML
algorithm was executed on Jetson Nano. The Jetson
Nano is a device of compact size (69 mm 45 mm)
with Maxwell 128-core GPU, Quad-core ARM A57
CPU, 4 USB 3.0 ports; for storage it has a MicroSD
card slot, connections are via Gigabit Ethernet and
M.2 Key E and a 2.0 Micro-B port for connecting the
power source [7]. The Jetson Nano platform does
not have an embedded camera, but in this work, the
Nvidia Jetson Nano HD Al model IMX219-77 was
used to capture video in real time. The OS used was
GNU /Linux Ubuntu 18.04.

Linear regression is usually the first algorithm
learned for machine learning and data science.
Linear regression is a linear model that assumes a
linear relationship between the input variables (X)
and the single output variable (y). In general, two
cases are distinguished, linear regression with a
single variable. It models the relationship between a
single input variable (a single characteristic variable)
and a single output variable.

Multivariable linear regression, it models the
relationship between multiple input and a single
output variable. This algorithm is so widely used

that Scikit-learn has built in this functionality with
Linear Regression.

Polynomial regression is one of the most popular
choices when we want to build a model for non-
linearly separable data. It's similar to linear
regression, but uses the relationship between the
variables X and y to find the best way to draw a
curve that fits the data points.

In polynomial regression, the power of some
independent variables is greater than 1. Scikit-learn
has incorporated this method with Polynomial
Features.

Support Vector Machines are well known in
classification problems. The use of SVM in
regression is known as Support Vector Regression
(SVR).

Scikit-learn has this method built in with SVR.
Before fitting an SVR model, it's generally best to do
feature scaling so that each feature has a similar
meaning.

Decision Trees (DTs) are a non-parametric
supervised learning method used for classification
and regression. The goal is to build a model that
predicts the value of a target variable by deriving
simple decision rules from data features. A tree can
be viewed as a piecewise constant approximation.
Decision tree regression is also so widely used that
Scikit-learn has incorporated it with Decision Tree
Regressor. A Decision Tree Regressor object can be
created without feature scaling.

Random forest regression is very similar to decision
tree regression. It's a meta-estimator that fits a
series of decision trees to different subsamples of
the data set and uses averaging to improve
predictive accuracy and control for overfitting.

A random forest repressor may perform better or
worse than a decision tree in regression (while it
usually performs better in classification), due to the
delicate trade-off between overfitting and under
fitting that is inherent in tree construction
algorithms.

Random Forest Regression is so widely used that
Scikit-learn has incorporated it with Random Forest
Regressor. First, we need to create a Random Forest

39" International Conference on Production Engineering



Regressor object with a certain number of
estimators [8].

LASSO regression is a variant of linear regression
that uses shrinkage. Shrinkage is a process in which
data values are shrunk to a central point as the
mean. This type of regression is well suited for
models with strong multicollinearity (strong
correlation among characteristics). Scikit-Learn has
built it in with Lasso.

Ridge regression is quite similar to LASSO regression
in that both methods use shrinkage. Both ridge and
LASSO -regression are well suited for models with
strong multicollinearity (strong correlation among
characteristics). The main difference is that ridge
regression uses L2 regularization, which means that
none of the coefficients become zero as they do in
LASSO regression (instead they become almost
zero). Scikit-learn has built in this feature with Ridge
CV.

Elastic Net is another linear regression model
trained with both L1 and L2 regularization. It's a
mixture of lasso and ridge regression techniques
and is therefore well suited for models with strong
multicollinearity  (strong correlation among
features).

A practical advantage of the compromise between
Lasso and Ridge is that it allows Elastic-Net to inherit
some of Ridge's stability under rotation [9]. Scikit-
learn has built this into Elastic Net CV.

Extreme Gradient Boosting (XGBoost) is an efficient
and effective implementation of the gradient
boosting algorithm. Gradient boosting refers to a
class of ensemble machine learning algorithms that

can be wused for classification or regression
problems.
XGBoost is an open-source library originally

developed by Tiangi Chen [10]. The algorithm is
designed to be both computationally efficient and
highly effective.

3. REsuLTS

Measuring devices were placed on the
blueberry plantation. Sensors were installed to
measure temperature, humidity, soil acidity, and air

temperature.  Wireless communication was
established and data was sent to the Jetson Nano
for processing. The purpose of this experiment is to
demonstrate the application of the Jetson Nano in
data analysis and processing in agriculture.

After loading the data set, the first step is to analyze
the measurement data for a specific blueberry
plant. Figure 1 shows the percent value of air
temperature in the data set, and Figure 2 shows the
percent value of soil acidity in the data set.

Air_temp
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30.15 - 2.78%
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0.0 25 50 75 10.0 12.5 15.0 17.5 20.0

Figure 1. Percent value of air temperature in the
data set
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Figure 2. Percent value of soil acidity in the data set

The data set was then statistically processed on
Jetson Nano, so that Figure 3 shows the data
distribution of moisture, Figure 4 shows the data
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distribution of blueberries, Figure 5 shows the data
distribution of blueberries relative relative to
moisture and Figure 6 data distribution of
blueberries relative to air temperature.

distribution
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Figure 3. Data distribution of moisture
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Figure 4. Data distribution of blueberries
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Figure 5. Data distribution of blueberries relative to
moisture
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Figure 6. Data distribution of blueberries relative to
air temperature

After statistical data processing and visualization
using various regression models to model data sets,
Liner Regression, Ridge, Lasso, Random Forrest,
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GBDT, Support Vector Regression, XgBoost and
Elastic Net, on Jetson Nano, using Python 3, we
obtain results:

Liner Regression: -0.367705

Ridge: -0,36334

Lasso: -0.36738

Random Forest: 0.504319

GBDT: 0.158149

Support Vector: 0.066564

XgBoost: 0.025325

Elastic Net: 0.976238

By adjusting the hyper parameters using the grid
search, we obtain optimal parameters.

Optimal parameter list: {'C": 1, 'gamma’: 1, 'kernel":
'ruff'} Optimal model: SVR (C=1, gamma=1) and
Optimal R2 value: 0.1349723643733485.

For example, we made a prediction of the Jetson
Nano's ambient temperature using the trained
dataset, which is visually represented in Figure 7.

Air Temperature Estimation

] w

Figure 7. Air temperature estimated value

CONCLUSION

The objective of this work was to demonstrate the
possibility of using Jetson Nano under real
conditions in agriculture. Specifically, an experiment
was conducted on a blueberry plantation. The
processing of the measured data on the Jetson Nano
was carried out, from analysis to statistics and the
most common ML algorithms. It has been shown
that the Jetson Nano is a very acceptable solution
for data processing in the field. The speed of
processing is acceptable, and the accuracy of

processing depends on the accuracy of the data and
interdependence. The disadvantage of the Jetson
Nano that can be highlighted is the increased
heating when processing a larger data set. We used
a small data set as a demonstration case. From the
analysis of the data and the results obtained with
the Jetson Nano, we can conclude for a particular
case that the estimates of the outdoor temperature
are independent of the influence of the elements in
the soil and that the estimates of the parameters in
the soil depend on the elements added to the sail,
so we cannot predict certain parameters with
certainty.

ACKNOWLEDGMENT

This paper is supported by the Ministry of
education, science and technological development
of the Republic of Serbia, and these results are part
of the grant no. 451-03-68/2022-14/200132 with
University of Kragujevac-Faculty of technical
sciences in Cadak.

REFERENCES

[1] Kotlar, M., Bojic, D., Punt, M., Milutinovic, V.: A
survey of deep neural networks:deployment
location and underlying hardware. In: Symposium
z\lz%ulrg)l Networks Application NEUREL 2018, pp. 1-6

[2] Wang, Y.: Definition and categorization of dew
computing. Open J. Cloud Comput. 3(1) (2016).

[3] Wan%,( Y., Karolj, S., Rindos, A., Gusev, M., Yang, S.,
Pan, Y.: Dew computing and transition of internet
(c%nlgt)ning paradigms. ZTE Commun. 15, 133-136

[4] Cass, S.: Nvidia makes it easy to embed Al: the Jetson
nano packs a lot of machlne-learn|n§ ower into DIY
projects-[Hands on]. IEEE Spectr. 57(7), 14-16 (2020)

[5] Crossbow Technology Inc.,, Smart Dust/Mote
Training Seminar, Crossbow Technology, Inc.,San
Francisco, California (2004) July 22-23.

Huawei Technologz), Artificial Intelligence
Technology, Springer, Open Access Book, 2022Nvidia
Jetson N Developer Kit.

ano
https://developer.nvidia.com/embedded/jetson-

nanodeveloper-kit Scikit-Learn Decision Tree docs:
https://scikitearn.org/stable/modules/tree.html#tr

ee

[9] Scikit-Learn ElasticNet  docs: httgs:ééscikit—
learn.org/stable/modules/linear model.html#elasti
c-net

[10] Tiangi Chen, XGBoost: A Scalable Tree Boosting
System,Cornell Univeristy, 2016

39" International Conference on Production Engineering


https://developer.nvidia.com/embedded/jetson-nanodeveloper-kit
https://developer.nvidia.com/embedded/jetson-nanodeveloper-kit
https://scikitearn.org/stable/modules/tree.html#tree
https://scikitearn.org/stable/modules/tree.html#tree
https://scikit-learn.org/stable/modules/linear_model.html#elastic-net
https://scikit-learn.org/stable/modules/linear_model.html#elastic-net
https://scikit-learn.org/stable/modules/linear_model.html#elastic-net

SPMS 2023

39. Savetovanje proizvodnog masinstva Srbije

ICPES 2023

39 International Conference on Production Engineering of
Serbia Faculty of Technical

Sciences
University of Novi Sad

Society of Production
Engineering

Novi Sad, Serbia, 26. — 27. October 2023

THE ARITHMETIC OPTIMIZATION ALGORITHM FOR
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Abstract: In recent years, metaheuristic algorithms have become increasingly advantageous for solving many
real-world optimization-based engineering tasks. Integrated process planning and scheduling of machine
tools and mobile robots utilized for transportation tasks in a manufacturing environment represents one such
task. Since the number of solutions increases exponentially with the addition of either parts, machines, or
robots, this task belongs to a group of NP-hard problems. Therefore, for its successful resolution, it is essential
to use efficient algorithms that are able to explore vast solution space and provide optimal solutions. In this
paper, we propose an algorithm for solving integrated scheduling of machine tools and mobile robots based
on a novel arithmetic metaheuristic optimization. The arithmetic optimization algorithm belongs to a group
of stochastic population-based algorithms inspired by arithmetic mathematical operations. The main
advantage of the proposed algorithm is in a well-suited balance between exploration and exploitation phases
that are appropriate for extremely hard multi-objective optimization. A multi-objective metric is utilized to
evaluate obtained Pareto front solutions in terms of the exploration capabilities in the solution space. The
proposed algorithm is compared with two other state-of-the-art metaheuristic algorithms. The experimental
evaluation is carried out on 20 benchmark problems, and the results show the advantages of the proposed
algorithm.

Keywords: multi-objective optimization, metaheuristic algorithms, mobile robots, machine tools, scheduling

1. INTRODUCTION planning and scheduling of both machine tools
and transportation vehicles utilized for part

Contemporary manufacturing systems, manipulation.  Multi-objective  scheduling
inspired by the Industry 4.0 paradigm, tend to enables decision-makers in top management
maximize the flexibility of the production level to select a manufacturing schedule with

process, all while maintaining high levels of the optimal ratio of different optimization
efficiency. These conflicting criteria need to be criteria that best fit current manufacturing

balanced to satisfy the highly diversified needs. The result of the optimization process is
customer needs while meeting all necessary a set of optimal schedules represented as a
time requirements. For these reasons, we Pareto front that can be directly utilized for

propose methodology for integrated process tactical planning.
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The metaheuristic population-based
algorithms provide efficiency in exploring the
search space, straightforward implementation,

and low probability of local optima entrapment.

Therefore, they have become extensively used
to solve real-world mechanical engineering
optimization problems [1]. Since integrated
process planning and scheduling with mobile
robot-related constraints represent the
discrete  high dimensional optimization
problem (shown to be NP-hard), the optimal
solution cannot be obtained using standard
optimization algorithms. Therefore, this paper
proposes metrology for multi-objective
scheduling of manufacturing entities based on
metaheuristic Arithmetic Optimization
Algorithm (AOA) [2]. The initial exploration-
exploitation ratio of the AOA algorithm is
heavily tilted on the exploitation side. However,
for the problem at hand, the exploration is a
more significant phase; therefore, we propose
an improvement to the AOA algorithm that
enhances the exploration phase. Moreover,
implementing the AOA algorithm enables fast
rescheduling with different multi-objective
criteria if a new part enters the manufacturing
system or some other disturbance occurs.

2. IMPLEMENTATIONS OF AOA ALGORITHM -
A STATE-OF-THE-ART REVIEW

Since its emergence in 2021, AOA [2] has
become increasingly popular for solving many
engineering problems [3]. Therefore, many
authors have proposed different AOA
improvements based on the problem at hand.
AOA [4] was implemented for solving discrete
structural problems, where the solution update
strategy was improved to search around the
current position of each individual in the search
space instead of around the leader. Moreover,
the parameter MOP; that defines the distance
each individual moves in the search space has
also been modified, and a stochastic element
has been added. The hybrid AOA algorithm
used for many engineering optimization
problems is presented in [5]. The authors
utilized a specific initialization strategy to
spread the initial solutions in the search space

and, therefore, improved AOA's exploration
capability. Moreover, the convergence is
improved by incorporating an optimal
neighborhood strategy. Lastly, the AOA s
hybridized with a crossover algorithm, which
boosts optimization accuracy for complex
problems. The development of multi-objective
AOA algorithm utilized for solving real-world
optimization problems is proposed in [6]. The
algorithm is implemented with non-dominance
sorting crowding distance, and the evaluation is
performed based on five multi-objective
metrics and  non-parametric  statistical
significance testing. The experimental results
show the advantages of AOA compared to the
other four metaheuristic algorithms. Another
interesting approach for improving the AOA
algorithm is with chaotic maps [7]. Different
chaotic maps were implemented to generate
random numbers for two AOA parameters. The
novel improved AOA was tested on benchmark
function, as well as on four engineering design
problems. The AOA with Circle and Piecewise
maps have shown the best overall results for
engineering design problems. Improving AOA
exploration by integrating a forced switching
mechanism is proposed in [8]. The proposed
mechanism forces the solutions to significantly
change their position in the search space if the
fitness function value has not changed for a
predefined number of iterations. The improved
AOA was tested on different problems such as
training of multi-layer perceptron, including
various benchmark functions and real-world
engineering applications.

Different from these approaches, we
improve AOA algorithm by extending the range
of the MOA; parameter, providing 100%
exploration in the beginning of optimization,
and ensuring that only exploitation occurs in
the last few iterations.

3. ARITHMETIC OPTIMIZATION ALGORITHM

Arithmetic Optimization Algorithm (AOA)
represents the newly proposed metaheuristic
algorithm that is often utilized in engineering
optimization problems. AOA is classified as a
nature-inspired metaheuristic algorithm
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belonging to a physics-based group. Its main
optimization principle is based on four
arithmetic mathematical operations: addition,
subtraction, multiplication, and division. AOA
also belongs to a group of population-based
algorithms in which the candidate solutions
interact in a certain way to obtain the optimal
solution to an optimization problem.

The entire population of candidate solutions
is defined with a matrix X (Eq. 1), where the
rows represent individual solutions, while the
columns contain different solution parameters:

Xi,l Xl,n
X=| : . i
XN,l

(1)
XN,n

where N represents the number of individual
solutions, and n is the number of solution
parameters. There are two distinct phases in
the AOA algorithm: exploration and
exploitation. In the exploration phase which is
present in the early stages of the optimization
process, the algorithm explores the vast
solution spaces, trying to find suitable
candidate solutions. Within the exploitation
phase, already found suitable solutions are
utilized to find even better solutions, which are
close by in the search space. The exploration
phase of AOA algorithm is defined with
multiplication and division, while exploitation is
defined with addition and subtraction. The
hyper-parameter that defines if each individual
solution parameter will undergo exploration or
exploitation is MOA, (Eq. 2):

MOA = M_min +i(M—maX_ M—mi”j, 2)

G

wherei=],...,Gis the currentiteration number,
is the maximal number of iterations, M_min
and M_max are the minimal and maximal
values for parameter MOA,. Moreover, two
additional random numbers (r1 and r2 ranging
between 0 and 1 with uniform distribution) are
utilized to determine which phase is selected
and which arithmetic operation is performed,
which is defined with the algorithm shown in
Figure 1. Initial values for the M_max and
M_min, are 1.0 and 0.2.

Input: MOA for the i-th iteration
and current solution parameter

!

Generate random
numbers r; and r,

Figure 1. Algorithm for exploration/exploitation
selection.

Therefore, the exploration and exploitation
phases can occur at any time during
optimization. However, it is not desirable that
the best solution can change its position in the
last few iterations based on stochastic nature.
Consequently, the first improvement to the
AOA algorithm is the change in the value of
M_max from 1 to 1.2, enabling only the
exploitation to be performed for the last 14% of
iterations, and changing the value of M_min
from 0.2 to -0.2, enabling only exploration in
the first 14% of the iterations.

The parameter MOP; (Eg. 3) is used to
define the distance each solution moves from
the leader throughout the optimization:

ive
MOP, :1—@, i=1...,G, (3)
where 0=5 represents the sensitivity

parameter. Finally, each solution parameter in
the population is updated according to one of
the following Egs. (4)-(7):

xbest,
(MOP, +£)(ub; —Ib;) zz+1b; *

X (i+1)= (4)
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X, ; (i+1)=xbest,

(MOR, (ub; ~Iby ) s +1by ), (5)
X, ; (i +1) = xbest, —(MOPi(ubj —|bj)y+|bj), (6)
X, ; (i+1) = xbest, +(MOPi (ubj —ij),u+lbj), (7)

where xbest is a leader or the best individual,
and xbest;j is lider's j-th solution parameter, ub
and Ib represent the upper and lower bound of
solution parameter space, € is a small number,
and 1=0.499. Specific mechanisms need to be
added in order to employ the AOA algorithm in
multi-objective optimization. Firstly, the non-
dominance sorting is employed to determine
the optimal solutions in a population.
Afterwards, these solutions are added to the
Pareto front, and all of them are considered
leaders. The method for the leader selection in
Eqgs. (4)-(7) is a random strategy proposed in
[9]. Four strings, including process plan,
schedule, machine, and tool, represent one
individual solution adopted from [10]. The
entire algorithm for AOA in integrated process
planning and scheduling of machine tools and
mobile robot is presented in Table 1.

Table 1. Multi-objective AOA algorithm.

EXPERIMENTAL RESULTS

Experiments were performed on the dataset
containing 20 problems with different number
of jobs and operations [10]. All the jobs have
process, sequence, machine, and tool
flexibility. Two multi-objective fitness functions
are selected for evaluation of the proposed
algorithm. The first is focused on the mobile
robot performance, with robot finishing and
waiting time being the criteria for optimization.
Meanwhile, the second multi-objective fitness
function is designed with total flow time and
transportation time. Mathematical formulation
for all single-objective fitness functions can be
found in [9].

The metric used to differentiate between
the convergence properties of the analyzed
algorithms is Inverted Generational Distance
(IGD) [11]. All three algorithms, Whale
optimization algorithm (WOA), AOA, and
Particle Swarm Optimization (PSO), have been
run ten times on each problem with precisely
the same initial populations.

1: Input: ; o; G=300; N=300 (population size); dataset for manufacturing system
2: Initialize random initial solutions for the entire population

3: while i <= G (i++)

4: Calculate fitness function for each individual

5: Perform Pareto dominance sorting, leader selection

6: Calculate value for MOA; (Eq. 2) and MOP; (Eq. 3)

7: for #1 every individual

8: for #2 every solution parameter

9: generate random numbers r; and r;

10: if #3 r>MOA;

11: if #4 r,>0.5

12: Update parameter according to (Eq. 5)
13: else #4

14: Update parameter according to (Eq. 4)
15: end #4

16: else #3

17: if #5 r,>0.5

18: Update parameter according to (Eq. 7)
19: else #5

20: Update parameter according to (Eq. 6)
21: end #5

22: end #3

23: end #2

24: end #1
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‘ 25: ‘ Optimal Pareto front, save results

Table 2. The best and mean achieved results for
each problem, IGD metric, fitness function #1.
Best Mean
AOA AOA
0.182 0.365
0.009 0.432
0.127 0.180
0.011 0.386
0.093 0.180
0.121 0.226
0.159 0.443
0.106 0.362
0.188 0.466
0.118 0.311
0.155 | 0.101 0.292
0.221 | 0.176 0.476
0 0.229 0.357
0 0.385 0.686
0.080 | 0.219 0.347
0.231 | 0.064 0.424
0.063 0 0.235
0 0.133 0.348
0 0.295 0.531
0.165 | 0.134 0.253

Pr.
" TWoA

0.175
0.228
0.175
0.401
0.035
0.221
0.500
0.356
0.008
0.218

PSO
0.388
0.475
0.195
0.442
0.166
0.303
0.382
0.525
0.472
0.325
0.451
0.492
0.419
0.945
0.414
0.562
0.609
0.326
0.434
0.402

WOA
0.403
0.514
0.215
0.560
0.191
0.386
0.571
0.589
0.499
0.478
0.358
0.423
0.415
0.513
0.332
0.506
0.571
0.293
0.451
0.362

PSO
0.552
0.803
0.291
0.587
0.285
0.439
0.578
0.738
0.641
0.679
0.610
0.733
0.610
1.263
0.712
0.855
0.902
0.546
0.684
0.526
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The quantitative results for multi-objective
fitness function #1 can be seen in Table 2. The
AOA algorithm achieves 15/20 mean best
results and 12/20 best results on the 20-
problem benchmark, making it the best
algorithm overall.

Furthermore, to evaluate how many times
algorithms achieved the best result compared
on each individual run (since the initial
populations are the same), for all problems and
two fitness functions, the histogram in Figure 2
is shown. With this comparison, the stochastic
elements are negated since randomly
generated elements can be beneficial to some
algorithms.
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Figure 2. Histogram of results for all runs.
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Figure 3. Pareto fronts for selected problems.

As it can be seen from Figure 3, AOA achieves
the best Pareto fronts, which shows its
advantages even in qualitative evaluation.
Moreover, the diagram for problem #18 in
Figure 3 shows that AOA focuses significantly
on robot finishing time, while WOA optimizes
primarily for the robot waiting time fitness
function.

CONCLUSION

In this paper, we presented the methodology
for multi-objective optimization of the
manufacturing schedules with mobile robot
utilized for the transportation tasks. The
optimal schedule is obtained by employing a
metaheuristic Arithmetic Optimization
Algorithm (AOA). AOA is compared to two
state-of-the-art optimization algorithms on a
benchmark with 20 problems and two multi-
objective fitness functions. Experimental
results show that AOA achieves better results,
both in quantitative and qualitative analysis.
Future research directions include the further
analysis of methodologies capable of improving
the AOA algorithm.
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Abstract: In the last few decades, alongside the development of serial industrial robots, parallel robots have
attracted the attention of many industries and researchers. The DELTA robot is one of the most famous
parallel kinematic robots. This paper presents the DELTA robot's complete kinematic modelling and
simulation system development. The developed kinematic model includes the solution of the inverse and
direct kinematic problem and the determination of the Jacobian matrix. Determining the robot's kinematic
parameters in the iterative procedure enabled the analysis of the workspace and singular configurations.
The kinematic model and both, the direct and inverse kinematic problems are included in the simulation
model to realize the motion of the virtual (wireframe) robot. The virtual robot is developed in a MatLab
environment. Using the direct kinematic problem, the positions of all actuated and non-actuated joints are
calculated. The simulation system, besides others, includes two developed functions for G-code
interpretation and Cartesian space linear interpolation. The developed simulation model can provide
information about possible collisions of robot elements. In addition, the calculated joint coordinate vector
provides information on whether all movements of the robot’s end-effector can be executed according to
the joint limits and the given G-code program. Verification of the developed robot simulation system and
kinematic model was performed through several examples of the end-effector movement according to the
program generated in a CAD/CAM environment.

Keywords: industrial robot, DELTA, kinematics, virtual model, simulations

1. INTRODUCTION produced by companies and used in many
applications [1].

In the last few decades, the development of One of the most famous robots with
robots with parallel kinematics has attracted parallel kinematics is the DELTA robot. The
the attention of many industries and DELTA robot is usually a 3 DoF translational
researchers. This is because of their higher manipulator that consists of a fixed base linked
precision, rigidity, dynamic performance, and to a mobile platform by three arms. The first
loading than the serial robots. To reduce or model of the DELTA robot was invented in
eliminate the disadvantages of serial 1987 by Reymond Clavel as a suitable
kinematics machine tools or robots, parallel structure for high-speed and high-acceleration

kinematic mechanisms are developed and tasks. It is used for pick and place operations,
packaging, sorting, precision positioning, and
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other applications [2, 3]. The parallel
mechanism of the DELTA robot was the base
of development for many other robots with
parallel kinematics.

This paper presents the DELTA robot's
simulation system development in the MatLab
environment. The main advantages of using
simulation systems (virtual environments) of
machine tools and robots in programming
tasks are (1) the ability to check the movement
of the tool along the programmed path, taking
into account limitations in joint ranges (joint
coordinate) and axis movement speed, (2)
visual detection of collisions between
segments, as well as tools with workpiece and

fixture, and (3) checking whether the
workpiece is correctly positioned within the
workspace. The existing robot off-line
simulation and programming software

includes almost all robotic arms with serial and
parallel kinematics on the market. Using such
software, it could be easy to implement an
available robot structure in a simulation
environment. To resolve the issues for low-
cost robots, i.e., simulation and programming
of a new laboratory prototype of robots, many
researchers developed a system that
integrated kinematics and motion control
simulation using the  MatLab/Simulink
environments [4 - 6].

The simulation system presented in this
paper is developed according to the complete
robot kinematics model. The direct and
inverse kinematic problems are included in the
simulation model to realize the motion of the
virtual (wireframe) robot. Direct kinematics
allows the calculation of the positions of all

actuated and non-actuated joints. The
simulation system also includes two developed
functions for G-code interpretation and
Cartesian space linear interpolation.

Verification of the developed robot simulation
system and kinematic model was performed
through several examples of the end-effector
movement according to the program
generated in a CAD/CAM environment.

2. KINEMATIC MODELING OF DELTA ROBOT

To realize the virtual robot, this Section
presents the well-known DELTA robot
kinematic modelling based on a minimal
number of parameters [7]. The kinematic
model of the DELTA robot with rotary actuated

joints is shown in Figure 1. Joint
parallelograms of the mechanism are
represented as a unique rod.
B
{B}
Blai=1,Bz

Figure 1. Kinematic model of the DELTA robot

The previously shown kinematic model can
be described with the following parameters:
radius of the base R, radius of the moving
platform r, length of the arm /4, length of the
rod /2, and length of the end-effector .

To derive the DELTA robot's kinematic
equations, some vectors are necessary.
Position vectors, defined in frame {P}, of
spherical joint centres (midpoints P;) located
on the moving platform on the circle of radius
rare:

Po.=lr-cy, r-sy, 0,i=1,2,3 (1)

where joints angular positions are defined by
y,=2r-(i-1)/3.

Position vector of the end-effector tip defined
in coordinate frame {P} is:
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PppE:[O 0 _IE]T (2)
Position vectors of midpoints of rotary
actuated joints B; defined in coordinate frame
{B} are:

b, =[R-cy, R-sy 01,i=1,2,3 (3)

World coordinate vector x that represents
only the position of the moving platform in the
base frame {B} and which will be further
considered is:

px XE
X= BpOP =Py =] Ve (4)
p, ze -l

The joint coordinate vector for the
considered 3 DoF DELTA robot model is
defined by:

a=[6, 6, 6, (5)

Unit vectorsBai that define vectors Blli as
®I,=1,-%a are consisted of joint coordinates
and defined by:

a =[cy,-cO sy-cO s0],i=1,2,3 (6)

Other vectors and parameters are defined as
shown in Figure 1.

Based on the relations shown in Figure 1,
the following equations can be derived:

(7)

k- *w; = "pop + °p; = b,

k-°w,=1,-%a +1,- %z (8)

By taking the square of both sides of equation
(8), equation (9) is derived:

Z=k>-2-1,-(°a -k -°w)+ /2

(9)

Using equations (1), (3), and (4) vectors k; - Bwi
can be obtained as:

kwxi py—a-Cy;

ki ’ Bwi = kwyi =| P, —a-sy,

szi p z

(10)

where a=R-r. Now, from equation (9)
inverse and direct kinematics for the DELTA
robot can be solved.

2.1 Inverse and direct kinematics

By substituting expressions (6) and (10) into

equation (9) the well-known type of
trigonometric equation can be obtained as:
Cgi '(Cj/i .kwxi +s7; 'kwyi)+sei 'szi =
2_ P24k 11
m’izl’z'g (11)

i
From equation (11) joint coordinates &,, 6,,

and @, are obtained and inverse kinematics is

solved. There are two solutions of inverse
kinematics, but one of the solutions has to be
chosen because of singularities, Figure 2a.

Z 128

b) c)
Figure 2. Solutions for inverse and direct
kinematics

For direct kinematics, world coordinates py,
py, and p; can be obtained from equations (11).
Substituting the corresponding vectors in
equations (11), the system of three equations
is derived to solve the direct kinematic
problem. Two solutions of direct kinematics
are presented in Figures 2b and 2c, but only
one is physically possible, Figure 2b.

2.2 Jacobian matrix

The workspace analysis and analysis of the
singularities needs the Jacobian matrix. The
Jacobian matrix is obtained as a derivative of
implicit joint and world coordinate function
f(x,q) =0 concerning time:
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Jok=1,4 (12)
where JX=¥ is the Jacobian matrix of
X
direct kinematics, and qu_a(g,q) is the
q

Jacobian matrix of inverse kinematics. The
Jacobian matrix of DELTA mechanism is
derived by:

J=471, (13)

The Jacobian matrix of parallel mechanisms
maps the velocities of joints with the end-
effector velocities.

2.3 Workspace analysis

Using the solved direct kinematics
equations and joint limits, the workspace of
the DELTA robot can be obtained. The position
of the rotary actuated joints is divided within
the range of limits with defined increments.
According to joint incremental value
combinations, end-effector positions are
calculated using direct kinematics. Figure 3
shows the DELTA robot’s obtained workspace
by this method.

0.
-200 |
£
£_400 J
N
-600 |
200
0\ ~ 200
x [mm] R "0
200 ~_ <
" 500 y [mm]
Figure 3. DELTA robot’s workspace
Within the obtained workspace,

workspaces with regular geometric shapes are
selected, Figure 4. This s
programmers and operators of the robot.
Using a described method for workspace
determination, the robot parameters are

useful for

adopted in an iterative procedure according to
the desired workspace dimensions.

250%x220x25 [mm]
0. 200x150x75 [mm]
100x100x155 [mm]

200

200 «'_/’2/00 0y [mm]

Figure 4. Selected portion of workspace

Adopted parameters of the considered DELTA
mechanism are: radius of the base and moving
platform R = 100 mm and r = 40 mm,
respectively, arm length /; = 175 mm, rod
(joint parallelogram) length I = 475 mm, and
length of the end-effector /r = 100 mm.

Also, for the selected portion of the
workspace, the distribution of determinants of
the Jacobian matrix is calculated, Figure 5.

det(J) within 250x220x25 [mm]

zmln
160 155
= 150
z 150 145
S 140 140
A === 135
-100 0 100 -100 0 100
X [mm]
Zmax Y MM
200 (] 200
z 180
©
A0 === 160
-100
180 170
Tg’ 160 160
140 ———— 150
-100 0 100 -100 O 100
x [mm] y [mm]

Figure 5. Distribution of determinants of the
Jacobian matrix
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The selected workspace’s x and y coordinates
are variated within the limits, while =z
coordinates have three values (minimum,
medium, and maximum). By wusing that
combination of the end-effector’s positions,
joint coordinates are calculated with the
solved inverse kinematics. With known joint
and world coordinates, the determinant of the
Jacobian matrix  can be obtained.
Determinants of the Jacobian matrix for one of

the selected workspaces are shown in Figure 5.

Similar results are obtained for the other
portions of the workspaces.

According to Figure 5, the values of the
determinants aren’t equal to 0 or infinity, and
there are no singular positions within the
selected workspaces.

3. SIMULATION SYSTEM

The developed DELTA robot simulation
system consists of two modules: (1) the
module for generating joint space trajectory
based on the given G-code, and (2) the
configured virtual (wireframe) robot in the
MatLab environment, Figure 6.

G-code file MatLab
%
G55 " -
G1 %32, Y-32. F1000 -G-code interpretation
gl — |-Interpolation
w30 -Inverse kinematics
%
\-Geometric model Joint space
iof robot : trajectory
p. - “‘\'l ] ?_’
P I ‘J 4 i
&R
-Virtual model of robot

Figure 6. Developed simulation system

The first module consists of developed
functions in MatlLab for joint space trajectory
generation based on the solved inverse
kinematics of the DELTA robot. World
coordinate vectors for the inverse kinematic

problem are obtained from the G-code
program. The second module includes the
configured virtual DELTA robot using its
geometric model. Based on a joint coordinate
vector, parameters of the mechanism, and the
solved direct kinematic problem, the positions
of all actuated and non-actuated joints can be
calculated.

3.1 Joint space trajectory generation module

This module is developed to simulate the
various tasks on a virtual robot, such as picking
and placing objects or laser engraving. The
input for this module is a previously generated
G-code program with limitations referring to
only linear programmed movements of the
end-effector. The module consists of three
parts: (1) G-code interpreter, (2) interpolation,
and (3) generating joint space trajectory,
Figure 7. All of these three parts are realized as
functions in the MatLab environment.

World
lG-code coordinate
[ interpolation
gcodelnterpreter

%linear interpolation

%reading and parsing G-code
fori=2:size(XYZ,1)

matchWords = {'X','Y','Z'};

feed = XYZ(i,5)/unitfeed;
L =sqrt((x2 -x1)*2 + (y2 - y1)"2

if contains(nline,'GO’) | | contains(nline,'G00")

=0;
enZ +(22-21)72);
if contains(nline,'G1’) | | contains(nline,'G01') px = (x2 -x1)/L;
g=1 py =(y2-y1)/L;
end pz =(22-21)/L;
Interpolated Cartesian
= space points
q =[6: 6, 6] P P v
-0.512 -0.251 1.265 . .
-0.623 -0.120 1.725 trajectoryloint

-0.665
-0.822
-1.512
-1.742
-1.811
-1.911

-0.047
-0.003
1.251
1.278
1.369
2.251

1.615

1.512 )
a3 | Joint space

1318 A
ioie trajectory

1.117

%inverse kinematics

}c;ri = 1:length(Xs)
q_ikp(:,i) = ikp([Xs(i) Ys(i) Zs(i)]);
end

Figure 7. The joint space trajectory generation

The first part of the module reads and
parses one by one line of the given G-code
program. The output of this part defines the
segments of the programmed trajectory and
the feed rate of the end-effector on those
segments.

Then, the second part divides all trajectory
segments using the rule of linear interpolation
in Cartesian space. The output is a series of
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positions the end-effector must pass to
achieve its programmed trajectory. The
interpolation rule is programmed according to
trajectory segment length and programmed
speed.

After obtaining the series of end-effector
positions, the third part of the module
generates a joint space trajectory using the
inverse kinematic solution.

3.2 Configuring the virtual robot

The DELTA robot’s geometric model, the
mechanism’s parameters, and the obtained
joint space trajectory are inputs for configuring
the virtual DELTA robot, Figure 8. First, the
positions of all actuated and non-actuated
joints have to be calculated on the robot’s
desired joint space trajectory. For those
calculations besides the joint coordinate
vector, the world coordinate vector has to be
calculated using the direct kinematic solution.

200
0.

-200 |

z [mm]

-400 |

-600 |
200 Kzoo
0

x [mm] , ’4_4/200 y [mm]

200

Figure 8. Virtual DELTA robot

Actuated joints on the mechanism’s base
are located on the circle of radius R, where
angular positions are defined by
y,=27-(i-1)/3 . Positions of the spherical

joint centres on the mechanism’s moving
platform are calculated by using the geometric
relations and obtained world coordinate
vector. Positions of the joint parallelograms’
spherical joint centres are calculated using the
joint coordinate vector (the connection
between arms and parallelograms) and the

world coordinate vector (the connection
between parallelograms and the moving
platform).

All of the joints are represented as points
with the known coordinates. It is possible to
connect them, resulting in the configured
virtual DELTA robot.

4. SYSTEM VERIFICATION

The developed DELTA robot simulation
system has been verified through several
examples of performing the technological task
of laser engraving contours that are composed
of linear parts, Figure 9. Testing programs
were previously prepared in a CAD/CAM
environment.

200
0
-200
-400
-600 |
-200 \,

x[mm] 0 ~
200 -

z [mm]

200

2000
7Yy [mm]

b)

Figure 9. The examples of the system verification

One of the examples, Figure 93, is the 2-axis
laser engraving simple contours. The
simulation system draws the trajectory of the
end-effector tip (the blue colour is for the feed
rate and the red colour is for the rapid move).
In the simulation, the end-effector tip passes
through all the positions that are obtained by
the joint space trajectory generator. During
the simulation, it can be visually checked if
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some of the robot elements are close to each
other or if there’s a possibility of collision.
After the simulation is done, all the trajectory
positions can be checked with the pointer.

The second example is a 3-axis laser
engraving complex contour on a calotte,
Figure 9b. This example shows the simulation
system’s possibility to work with 3-axis
programs. Also, a CAD model of the workpiece
is imported into the simulation. In this case,
the end-effector tip has to follow a contour on
the imported CAD model.

After completing the graphic view of the
simulations, calculations are checked such as
values in the actuated joints. Also, the inverse
and direct kinematics solutions are checked
through the simulation. Based on the obtained
results, it can be concluded that the
configured virtual robot works correctly
according to the generated G-code program.

Such the developed virtual robot can be
used for checking the inverse and direct
kinematics equations before their
implementation in some of the open
architecture control systems such as LinuxCNC

[8].
5. CONCLUSION

This paper presents an approach for
developing the simulation system of a 3-axis
DELTA robot in the MatLab environment. The
developed simulation system can check
programs for various robots’ tasks.

The simulation system includes solved
inverse and direct kinematics as the real robot
does. The system can be used for checking the
inverse and direct kinematics equations before
their implementation in some of the open
architecture control systems. For the adopted
mechanisms’ parameters, the workspace of
the robot is checked with determinants of the
Jacobian matrix and proved that there are no
singular positions in the selected workspaces.
Developed module for the joint space
trajectory generation and its parts can be
easily reconfigured to work with machines
with different kinematics. The developed
simulation system has been verified through

several examples of performing the
technological task of laser engraving, but it
also can be used for 2-axis or 3-axis milling, 3D
printing, etc.

The main advantage of using this type of
virtual robot, i.e., the presented procedure for
configuring such a virtual robot, is to develop a
virtual robot for own developed low-cost
robots and simulation and programming of a
new laboratory prototype of robots with
specific kinematics. The further research
direction will cover the kinematic modelling of
the 5-axis DELTA robot with hybrid kinematics
and the development and implementation of
the MatLab function for circular interpolation
in the simulation system. This will enable the
development of a complete methodology in
the MatlLab environment for the virtual robot
laboratory prototype system realization with
only changes in kinematics equations.
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Abstract: Industry 4.0 paradigm has brought about the changes in the way we manufacture. The integration
of Cyber-Physical Systems into the Industrial Internet of Things represents the basis for the transition from
traditionally centralized to distributed control systems where the overall control task is achieved through the
cooperation of different devices which implies their mutual communication and constant information
exchange. However, ubiquitous communication between devices with communication and computation
capabilities opens up space for various cyber-attacks which can lead to catastrophic damage to equipment
and also can endanger the environment and human lives. Therefore, the development and implementation
of cyber-attacks detection mechanisms are necessary to prevent negative effects. Deep learning (DL)
techniques are successfully applied to generate models on which cyber-attacks detection algorithms are
based. However, the size of the DL models is often unsuitable for implementation on industrial control devices
that usually have significant computational constraints. The use of complex DL models may disrupt the
operation of control systems and introduce unacceptable delays in real-time cyber-attacks detection
algorithms. This paper explores the possibilities for application of knowledge distillation technique to
generate lightweight DL models. These models are designed to align with the limitations of the devices on
which they are deployed. The paper evaluates the performance of lightweight models in cyber-attacks
detection algorithms, and compares them to algorithms based on DL models before distillation.

Keywords: Cyber-Physical Systems, Industrial Internet of Things, Cybersecurity, Cyber-attacks detection,
Machine learning, Knowledge distillation.

1. INTRODUCTION devices cooperate through constant
communication and information exchange.

In the context of Industry 4.0 [1], The widespread communication between

manufacturing and in particular Industrial devices equipped with communication and

Control Systems (ICS) have undergone a computational modules opens up a broad area

significant transformation primarily driven by for cyber-attacks that could have catastrophic
the integration of Cyber-Physical Systems (CPS) consequences. Cyber-attacks can cause
into the Industrial Internet of Things (lloT). This damage to equipment, disrupt manufacturing
integration signifies a shift from centralized to processes, and even pose significant hazards to
distributed control systems, where diverse the environment and human lives. Hence, it is
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essential to create and deploy mechanisms
such as Intrusion Detection Systems (IDS) for
timely detection of cyber-attacks and
prevention of their negative outcomes.

There are two main approaches for cyber-
attacks detection: design-driven and data-
driven [2]. In continuously controlled systems
both approaches model the signal that is
communicated between devices and detect the
attack as a discrepancy between modelled
(estimated) and signal values received through
communication link. Design-driven methods
rely on predefined rules and mathematically
formalized models of processes that usually
require stringent assumptions and
unacceptable simplifications leading to IDS that
are hardly applicable in the real-world,
especially for the non-linear continuously
controlled systems. On the other hand, data-
driven techniques can automatically obtain
process models that in most cases provide high
accuracy and good generalization properties.
The drawback of the latter methods is that a
large amount of data from process is required
for model generation. Nevertheless, the data-
driven approaches represent a technique of
choice for designing IDS in continuously
controlled processes.

The use of deep learning (DL) techniques has
been successful in creating models for cyber-
attacks detection algorithms [3]. However, DL
models tend to be large, which can be
unsuitable for their implementation on
industrial control devices with limited
computational capabilities. This can cause
disruptions to the control system and lead to
delays in real-time cyber-attacks detection
algorithms.

Several techniques, such as pruning,
parameter sharing, and quantization can be
employed to adapt DL model size and ensure
transfer of knowledge to resource-constrained
environments [4]. Regardless of the chosen
technique, the objective is to uphold the
accuracy while minimizing the computational
complexity involved.

For example, pruning is a technique that
reduces neural network complexity by
removing less important weights (setting them

to zero). The high sparsity level (e.g., 75% in [5])
with negligible accuracy loss and simplicity of
application make pruning a widely used
technique. On the other hand, parameter
sharing considers using the same set of weights
and biases for multiple neurons within or across
layers of a neural network. Another technique -
the weight-sharing algorithm proposed in [6]
compresses neural networks by assigning
optimized weights from a pre-trained network
to a particular cluster in a Gaussian mixture
prior. Quantization refers to reducing the
precision or representation of numerical values,
typically the weights and activations, from a
high-precision format to a lower-precision
format.

Although presented techniques have been
proven useful in many applications, they have
some significant limitations. Pruning can
introduce additional hyperparameters, such as
the pruning ratio (the proportion of weights to
prune) or optimal threshold value, which need
to be tuned to achieve desired results.
Parameter sharing can reduce model size but
may not work well for complex network
architecture requiring distinct information in
different layers. Finally, the implementation of
guantization has been observed to
substantially impact the accuracy loss in the
case of larger neural networks [7].

To overcome these limitations, in this paper
we opted to utilize knowledge distillation [8]
techniques and to transfer knowledge from a
larger, well-trained model (teacher) to a
smaller model (student). In particular, this
paper investigates the use of knowledge
distillation techniques to create lightweight DL
models that are customized to fit industrial
control devices limitations. We evaluate the
performance of models obtained using
knowledge distillation in detecting cyber-
attacks and compare it to the performance of
DL-based IDS algorithms before distillation.

The remainder of the paper is structured as
follows. In Section 2 we give a brief overview of
the knowledge distillation technique, whereas
Section 3 refers to the method used in this
paper to develop IDS for ICS. The performance
of IDS based on the distilled model and its
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comparison with IDS based on the model
before distillation is presented in Section 4.
Finally, in Section 5 we provide conclusions and
future work guidelines.

2. KNOWLEDGE DISTILLATION

As mentioned in Introduction, knowledge
distillation techniques [8] transfer knowledge
from a larger, well-trained model known as
teacher to a smaller model referred to as
student. Depending on the knowledge used for
student learning, we can identify three basic
categories of this technique [9]: 1) response-
based, 2) feature-based, and 3) relation-based
knowledge distillation. In response-based
knowledge distillation, the student primarily
tries to imitate the teacher model's final
prediction by focusing on the response of its
output layer. On the other side, the training of
the student model in feature-based knowledge
distillation is guided by employing both the final
layer's output and the feature maps from
intermediate layers. Finally, relation-based
knowledge distillation thoroughly examines the
connections and relationships between
different layers of the teacher network.

Teacher (trained

model)

Output

(prediction) [fransfer

Knowledge

Knowledge transfer

Figure 1. Response-based knowledge distillation

Since in our work the teacher model is
previously chosen [10] using only its predictive
performance, we opted for the response-based
learning category to generate the distilled
model. A schematic representation of the

response-based knowledge distillation is shown
in Fig. 1.

The process starts with input data fed into a
larger, more complex teacher model and a
smaller student model. The input data could be
time series (1D), images (2D), or any data the
models are designed to work with. The teacher
model is already created based on the same
input data, and a prediction is obtained at its
output. On the other hand, the student model
for training uses ordered pairs that are
composed of input data and corresponding
(desired) output data obtained from the
teacher. In this way, the student tries to imitate
the teacher and achieve the same prediction at
output.

3. METHOD FOR THE DEVELOPMENT OF IDS
IN ICS

Before developing the student model, it is
essential to explain the process involved in
creating the teacher model. In our previous
research [10], we have developed a
methodology for creating IDS in ICS utilizing a
CNN-based approach. This method belongs to
the class of self-supervised data-driven
techniques and involves offline and online
phases. During the offline phase, the method
generates a CNN-based model of signals
transmitted between lloT devices. This model
relies on the auto-regression of transmitted
signal, estimating the current output y; using a
buffer of v previously received values x;, which
can be written in the following way:

(i Yi) € [Xp oo X 1 X0 (X X0l X 42)
v ([Xi Ly seeen X 1 X ) (DX s oen X0 1 X))

(1)

With this approach, using the set criteria, it
is possible to automatically select the
appropriate model that represents the basis of
IDS with good attack detection performance. In
the offline phase, the hyperparameters of CNN-
based model architecture are varied in such a
way that they start from the model with the
smallest number of parameters to obtain the
least complex model that meets predefined
criteria.
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Offline IDS development involves three
steps. The first part represents signal
preprocessing and includes normalization by its
maximum value, signal filtering (using FIR
filters), creating the ordered pairs for training,
and data shuffling. The second step implies the
creation of unique Machine Learning (ML)
model through the variation of
hyperparameter values from previously
defined sets. In the third step, the model is
selected out based on two criteria:

1. Statistical characteristics (mean value
and standard deviation) of the
discrepancy between the real and
estimated values must be similar for the

training data and data for model
selection.
2. The IDS should be robust to false

positives; the robustness is tested on
data received during normal conditions
(without attacks), and the criterion is
met if IDS does not detect any attack on
this data.

If the model meets both criteria, it is
selected as appropriate and the offline phase
stops. IDS based on the selected model is used
in the online phase for cyber-attacks detection
through comparison of estimated and values
received through communication links. An
attack is detected if the difference between
received and estimated values exceeds the
threshold for z consecutive samples.

Since IDSs based on the created models have
shown good detection capabilities [10], the
guestion is whether it is feasible to create
significantly smaller models that can provide
equivalent detection performance.

4. LIGHTWEIGHT MODELS GENERATION
USING KNOWLEDGE DISTILLATION

In this paper, we will utilize five different
signals from two publicly available datasets to
develop the ML models and test their
performance. The following datasets are
employed: 1) Secure Water Treatment (SWaT)
and 2) Electro-pneumatic positioning system
(DisEPP).

SWaT testbed [11] represents a fully
operational scaled-down water treatment
plant capable of producing 5 gallons of purified
water per minute. The whole process is divided
into 6 sequentially placed stages, each
controlled by an independent Programmable
Logic Controller (PLC). The data acquisition
from 51 devices (25 sensors and 26 actuators)
lasted 11 days. For the first 7 days, the system
was operated under normal conditions
(without attacks), and during the last 4 days, a
total of 41 (5 without any physical impact on
the system) attacks of various duration and
intensity have been launched.

Sensors are divided into four different
classes depending on the quantity they
measure: flow (FIT), liquid level (LIT), pressure
(PIT), and chemical properties (AIT). In this
paper we will consider 4 out of 25 sensory
signals. Two signals (LIT301 and PIT501) were
chosen to include as many attacks as possible
that affected their work directly or through
adjacent devices. The other signals (FIT101 and
AlT401) were chosen based on the most
complex ML models obtained in [10] to
demonstrate the advantages of the application
of the knowledge distillation (possible higher
reduction rate between original and distilled
model). In addition, each chosen sensor
belongs to a unique sensor class and stage.

The DisEPP, on the other hand, was created
in the Laboratory for Manufacturing
Automation at the University of Belgrade -
Faculty of Mechanical Engineering. The main
goal of DisEPP is to achieve the desired position
of the pneumatic cylinder piston. The system is
comprised of a smart actuator (rodless
pneumatic cylinder with electro-pneumatic
pressure regulator and local controller 1) and a
smart sensor (electromagnetic linear encoder
with local controller 2). The local controllers
represent wireless nodes based on ARM
Cortex-M3 that run at 96 MHz [12] augmented
with  IEEE  802.15.4-compliant  wireless
transceiver Microchip MRF24J40MA [13]. This
dataset [14] was obtained by acquiring
communicated data between the local
controller 1 and local controller 2. The signal
recorded during the piston's movement along a
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trajectory of 3 positions was selected for
further analysis; the sampling rate was 33.3 Hz.
Since the dataset includes only signals recorded
during normal behavior (without attacks), a
total of 6 different attacks were created to test
the performance of IDS in [10]. These attacks
will be used to compare the performance of the
IDSs based on the teacher and student models.

4.1 Generation of the student model

The generation of the student models is
carried out in the same way as in the previously
explained procedure, except that in equation (1)
where the prediction given by the teacher
model ¥; is used as the output instead of the y;;
in this way, knowledge is transferred from
teacher to the student. The selection of a
suitable student model is based on the second
criterion (Section 3). This means that the first
model that satisfies this criterion is selected as
appropriate and used in the online phase for
attacks detection.

The preprocessing procedure (normalization,
FIR filtering, ordered pairs generation, and
shuffling) is applied to input signals. A buffer
size of v=16 samples was used to predict the
current value. The datasets are divided into
training, validation, and data for model
selection, with a share of 70/10/20%,
respectively. The model was trained for 10
epochs using the Adam optimizer with a
learning rate 0.001, and the cost function was
the mean squared error (MSE).

To make the model development process
less time-consuming and reduce the number of
unigue models, we employed a general
architecture that has proven effective [10]. This
architecture is comprised of two sequentially
placed blocks containing two 1D-CNN layers
and a max pooling layer. A flattening layer
follows the second max pooling layer, and the
network ends with two fully connected layers
(Fig. 2). The CNN hyperparameters that will be
varied during the development of unique ML
models are the number of filters f; (i € {1,...4})
and filter size fs in 1D-CNN layers, as well as the
number of neurons in the first fully connected
layer di. The downsampling rate in the max

pooling layers is set to p=2, whereas the
number of neurons in the output (fully
connected) layer is determined by the number
of output parameters (d.=1).

The sets of hyperparameter values are
defined so that even the most complex student
model has fewer parameters than the simplest
teacher model (table 1). The filter size was the
only hyperparameter whose sets were the
same for both models.

[ input data
\ 1D-CNN layer (f,, fs)
\ 1D-CNN layer (f,, fs)

max pooling layer (p)
" 1D-CNN layer (f;, fs)
\ 1D-CNN layer (f,, fs)

max pooling layer (p)

flattening layer

fully connected layer (d,)

fully connected layer (d.,)

Figure 2. General 1D-CNN architecture
Table 1. Varied 1D-CNN parameters

hyperpar.| teacher student
f 4,8,16 2,4,8
f2 8,16, 32 2,4,8
f3 8,16, 32 2,4,8
fa 16,32,64 | 2,4,8
fs 2,3,4 2,3,4
d1 30,40,50 | 5,10, 20

Table 2 represents the architectures of
obtained teacher and student models for
considered sensory signals. The complete
procedure for generation of teacher models is
presented in [10], whereas the student models
are created using the procedure from Section 2.
The architectures of the created models differ
in the number of filters fi-...-fa and the number
of neurons in the first fully connected layer d;.
The filter size for each signal and model is set to
fs=2 and it is not presented in table 2.
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4.2 Comparison of teacher and student
models

As can be observed from table 2, the number
of parameters in the selected student models
ranges from 87 to 603. Comparing student
models to the teacher models used for
knowledge distillation confirms that the
numbers of parameters have been successfully
reduced for all sensory signals. A notable
instance is observed in the AlIT401 sensor signal,
where the teacher model originally had 10,209
parameters but was distilled down to 211. The
student models have 282.6, whereas the
teacher models have 5585.8 parameters in
average, which shows that the number of
parameters has been reduced over 19 times in
average.

Table 2. Teacher and student models architectures

During the online phase, an attack is
detected if the discrepancy between the real
and values estimated using generated model
exceeds the threshold T for z=15 consecutive
signal samples. The threshold is defined as a
sum of the mean value (u) and three times the
standard deviation (o) of the discrepancies
between real and estimated values of the
subset of the data used for model selection:

T = lleS +3O—ms (2)

Using IDSs based on student models, all 18
attacks on considered sensors and adjacent
devices were successfully detected without
false positive results (table 3). Table 3 shows
the same results were achieved using IDSs
based on the teacher models. The obtained
results confirm that using the knowledge
distillation technique based on existing models
we can generate models with significantly

sensor | model frfa di | param. fewer parameters that will provide the same
FIT101 teacher |4-8-8-64 30 | 9,049 detection performance as the original models.
student  (4-4-4-4 5 211 Table 3. Performances of the selected models
LIT301 teacher 4-8-8-16 30 2,473 model number of detected attacks on:
student 4-4-4-4 10 | 301 FITLO1 | LIT301 | AIT401 | PITS01 | DisEPP
teacher 4-8-16-64 | 30 10,209 teacher / 7 / 5 6
AlT401
student 4-4-4-4 5 211 student / 7 / 5 6
PITSO01 teacher 4-8-8-16 |30 | 2,473 Fig. 3 presents the examples of 3 out of 7
student 2-2-2-2 5 87 detected attacks on LIT301 sensor. Blue and red
. teacher |8-8-32-16 |30 | 3,725 lines represent received data and obtained
DisEPP student 8-8-8-8 5 603 prediction, whereas the start and moment of
attack 16 attack 35 attack 41
o : > Lof |
&g 0.8 . | .
LIOJ g ; I 0.8 r o I
°2Q o : : :
5 = %O-G : 0.7 L : 0.5 B :
93500 94000 372000 374000 444000 446000
sample sample sample
o 3 [
LIJ 1 1 1
Tk 2080 0.8} | .
<Q 2 : | :
W= Eo6 : 0.7F 0.5
93500 94000 372000 374000 444000 446000
sample sample sample
—— received data —— predicted data - - - point of attack * attack detected

Figure 3. Example of the three detected cyber-attacks on LIT301
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attack 11 attack 22 attack 37
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Figure 4. Example of the three detected cyber-attacks on PIT501
attack 2 attack 4 attack 5
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— received data —— predicted data - - - point of attack * attack detected

Figure 5. Example of the three detected cyber-attacks on DisEPP

the detection of the attack are marked with a
black dashed line and a green marker,
respectively. A linear increase/decrease in the
signal value characterizes the shown attacks on
LIT301.

Examples of detected attacks (3 out of 5) on
PIT501 are shown in Fig. 4. The received data,
prediction, start of the attack, and the moment
of its detection are represented in the same
way as in Fig. 3. Attacks (11, 22, and 37) on
PIT501 have similar dynamics characterized by
oscillating around the set signal value. For the
signal from DisEPP, 3 out of 6 detected attacks
are shown in Fig. 5. In addition, the same
format of lines and markers was used to
represent received data, prediction, and the
moments of start and detection of attacks. The
shown attacks on DisEPP have different

dynamics defined by a linear increase (attack 2),
changing the signal value as a harmonic
function (attack 4) or setting the signal value to
a constant for a certain period (attack 5).

In addition to the capability of IDSs based on
the student models to detect all attacks, it can
be noted that the moments of detection are
almost the same as in the case of IDSs based on
teacher models.

5. CONCLUSION

This paper explored the utilization of
knowledge distillation to generate lightweight
models for cyber-attack detection in ICS. The
development of lightweight models was based
on the proven 1D-CNN models obtained in
previous research. Appropriate models were
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chosen based on specific criteria, resulting in a
significant reduction in the number of
parameters (e.g., from 10,209 to 211
parameters for the AIT401 signal), which can be
a crucial factor for the timely detection of
cyber-attacks in  real-time tasks. The
performance of cyber-attacks detection
algorithms based on the generated models was
tested on five signals from two publicly
available datasets. Using algorithms based on
the student models, all 18 attacks were
detected with no false positives, which was also
the case with teacher models (models before
distillation). In this way, it is shown that models
with a very small number of parameters (e.g.,
87 parameters in the case of PIT501 signal) can
be used as successfully as models with a few
thousand parameters.

In future work, we will implement the IDS
based on the distilled model on the local
controller within DisEPP to test its performance
in real-world conditions. Further research will
also include the application of the knowledge
distillation technique to models for cyber-
attacks detection algorithms on sequences of
two-dimensional signals.
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Abstract: The automation of production processes begins with the implementation of the first industrial
robot patent (patent approved on June 13, 1961) in the General Motors company, which continues to this day.
Research and development in the world is going very fast so that today we are in the fourth industrial
revolution, where companies are widely implementing Industry 4.0. Methods of production in the world is
changing, so the production processes are focused on the implementation of the basic technologies of Industry
4.0 such as: Robotics, Automation, Internet of Things (loT), Big Data, computing in the "cloud" (Cloud
Computing), 3D Printing, Smart Sensors, Radio Frequency Ildentification (RFID), Virtual and Augmented Reality
(AR), Artificial Intelligence (Al), Advanced Security Systems, etc. The metal industry, together with the
electrical industry, are the first industries to experience the transformation and implementation of Industry
4.0, and the reason is that they are the base industry in the production of vehicles in the world. Increasing
automation is occurring through the introduction of industrial and service robots in all industrial branches,
and the metal industry is aiming for complete automation by introducing both first and second generation
industrial robots, as well as service robots for logistics in the production process itself. The paper presents the
trend of the implementation of industrial and service robots in the metal industry, as well as the prediction of
implementation in the future. The paper provides an economic analysis of why there are completely smart
production processes in the metal industry.

Keywords: Industry 4.0, Automation, Smart Processes, Metal Industry, Robotics, Advanced Technologies.
1. INTRODUCTION necessary to wuse new technologies in

We are witnessing major changes taking production processes, i.e., implement Industry
place on the world industrial and digital scene. 4.0. The concept of Industry 4.0 is defined by

The WEF — World Economic Forum (held in many technologies (over 40 technologies),
Davos in 2016) called them the fourth industrial some of which are: robotics, automation,
revolution, whereas the Germans named these Internet of Things (loT), Big Data, Cloud

changes “Industry 4.0” for the first time at the Computing, 3D printing, smart sensors, radio
Hanover fair in 2011 [1,2,3]. All companies in frequency identification (RFID), virtual and
the world face global competition, and in order augmented reality (AR), Artificial Intelligence
to keep up with the competition and meet the (Al), advanced security systems, Cyber-Physical
increasing demands on the market, it is Systems (CPS), etc., as shown in Figure 1 [1-3].
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Cyber-Physical Systems (CPS), Internet of
Things (loT), Artificial Intelligence (Al), Additive
Manufacturing, Cloud Computing, and other
aforementioned technologies combine to
construct dynamic, real-time optimized and
self-organizing networks values between
production processes and companies. All listed
components are necessary for the
implementation of Industry 4.0. Through its
implementation, we can make a connected
company that enables production processes to
discover new ways of increasing productivity
and improving overall business performance.
Industry 4.0 helps to increase productivity as
well as improve the overall business
performance of the company. In order to
ensure this, it is necessary to have a secure
connection between different production
systems and processes throughout the
company. The new way of managing
production processes aims to improve
performance and better use of data that
already exists, by using a combination of tools
that can be applied to improve the system or

production process [4, 5, 7].Vehicle
manufacturing companies are the first to
implement Industry 4.0 in order to be

competitive on the world global market. The
reason lies in the fact that the role of workers
in the production process, who in today’s
conditions of production processes are an
important factor in the process, is changing in
all industrial branches, including and the metal
industry. The tasks performed by workers in
difficult, physically and psychologically tiring
and dangerous routine operations, which
damaged health and safety on a daily basis, are
transferred into other forms of easier
intellectual work, which requires individuals to
be educated in trends that are now focused on
designing,  monitoring and  controlling
manufacturing processes. The development of
robotic technology and other new technologies
has led to the second-generation industrial
robots. Compared to first-generation robots,
collaborative robots have a number of
advantages. Robotic technology is one of the
most important technologies in “Industry 4.0,
so the application of robots in the automation

of production processes, with the support of
information technology, is leading towards
“smart automation’”, i.e., “smart production
processes”. Among the first processes are the
ones in the metal industry. The reason for the
rapid transformation is the global market. The
implementation of robotic technology in the
metal industry brings a number of advantages,
some of which are:
® increased productivity
production process,
® increased flexibility of the production
process,
® increased accuracy in the production
process, thus providing better product
quality,
= increased work safety in inadequate
working conditions,
= reduced production and maintenance
costs,
= reduced participation of workers in the
production process,
= reduced workforce in the conditions of
performing difficult and repetitive
tasks,
This represents only a small part of the
advantages, which are very significant in
conditions of production of larger capacities, as
evident in the metalworking industry.

of the

2. TREND OF INNOVATION AND PATENTS IN
ROBOTIC TECHNOLOGY AS A BASE
TECHNOLOGY OF INDUSTRY 4.0

It is well-known that the automation of any
production process requires the
implementation of robots, whose automation
dates back to the early 1960s. We can say that
robot technology is one of the most
represented basic technology of Industry 4.0.
Since the implementation of the first industrial
robot, scientists have been working on their
development, improvement and research, as
well as their implementation in any human
environment. From the very beginning,
automation has been expanding and increasing
in all production processes in the world,
because the increase in automation can be
realized by investing in research and
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development which brings benefits to both
companies and society as a whole. All countries

in the world invest in research and
development in robotic technology.
Mostadvanced countries invest in the

development of the automotive and electro-
electronic industries, because automation is
most represented in these industrial branches
and have the highest number of implemented
robots. Investment in  research and
development in robotic technology is reflected
in the trend of registered and realized patents
in robotic technology in the world for the
period 2011-2020, as shown in Figure 1 [6-8].
Based on Figure 1, we can conclude that the
trend of registered patents in robotic
technology for the period 2011-2018 has a
positive growth that takes place almost
according to an exponential function., which is
the period of implementation of Industry 4.0 in
all developed countries, including the robotics
as the first base Industry 4.0 technology. The
number of realized patents in robotic
technology is somewhat lower, as shown in
Figure 1. We can see that in 2018, 34.690
patents were applied for, while the realization
is slightly lower and amounted to 19.019
patents. This is the year with the maximum
number of registered and realized patents for
this period.

21,934

L0881 m patents filed

34,690
= Realized patents
6385

18,705 19
18

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 Years

Source: GlobalData Patent Analytics
Figure 1. Trend of registered and realized patents
from robotics as the base technology of Industry
4.0 for the period 2011-2020

Due to the outbreak of the Covid-19 pandemic
in the world in the period 2019-2020, the
number of registered and realized patents is
lower compared to 2018, so that in 2020 there
were 21.934 registered patents and 16.881
realized patents in robotics. Given that the
Covid-19 virus pandemic has ended, we expect

that the trend of growth in the number of
applications and realized patents will grow on
annual basis. An analysis of approved patentsin
robotics as the base technology of Industry 4.0
in 2019 in five technologically developed
countries: Germany, Japan, the Republic of
Korea, China and the USA was prepared and
shown in Figure 2 [7-9].
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Source: 1790 Analytics robotics patent dataset.
Figure 2. Trend of approved robotics patents for
2019 in the countries: Germany, Republic of Korea,
Japan, USA and China
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The most developed companies in the analyzed
countries belong to the automotive and
electrical/electronic industry, in which the
implementation of robotic technology is the
most represented [14, 15]. Companies invest in
research and development of this technology,
which can be seen in the number of patents.
The analysis of the diagram of international
patent families (IPFs) from robotics technology
as the base technology of Industry 4.0 in five
developed countries depicted in Figure 2,
shows that China holds the first place with
5.430 approved patents, while the USA is in
second place with 2.155 approved patents in
robotics. Comparing the USA and China, we can
see that China has more than twice as many
robotics patents compared to the USA in 2019.
In order to get a true picture of the
development and research of robotics
technology, an analysis of the registered
patents from robotics as the base technology of
Industry 4.0 for the period 2011-2020 was
created and shown in Figure 3 [6, 7, 9].
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Figure 3. Trend of registered patents in the top
ten countries in the world in robotics as the base
technology of Industry 4.0 for the period 2011-
2020

The analysis of Figures 2 and 3 provided us with
the conclusion that in the period 2011-2020,
China and the USA were the leading countries
in terms of the number of registered and
implemented patents from robotic technology
as the base technology of Industry 4.0. China
holds the first place, followed by the USA with
twice less registered and approved patents in
robotics technology. In our opinion, there are
three most important reasons why China holds
the first place in terms of the number of
registered and approved patents in robotics
technology, although there are more [16-18]:
= The first reason is that the Chinese
government adopted the “Made in
China 2025” strategy, which aims to
position China as the technologically
most advanced country in the world by
2025. They have already divided the
strategy into three periods: the second
period is until 2039 and the third period
until the 2049.
= Thesecond reasonisthat Chinaisin first
place in the production of vehicles in
the world, i.e., about 30% of the world’s
production, and is among the first in the
production of electronic devices. These

two industries are known for
implementing the highest number of
robots.

=  The third reason is that in China, the
price of workers’ labor has been
increasing in recent years, fr